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Abstract.  In recent years, use of data mining and machine learning techniques 
in finance for such tasks as pattern recognition, classification, and time series 
forecasting have dramatically increased. However, the large numbers of 
parameters that must be selected to develop a good forecasting model have 
meant that the design process still involves much trial and error. The objective 
of this paper is to select the optimal parameters for designing of a neural 
network model for forecasting economic time series data. There is proposed a 
neural network based forecasting model for forecasting the stock market price 
movement. The system is tested with data from one Macedonian Stock, the 
NLB Tutunska Banka stock. The system is shown to achieve an overall 
prediction rate of over 60%. A number of difficulties encountered when 
modeling such forecasting model are discussed. 
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1 Introduction 

Forecasting is a process that produces a set of outputs by given a set of variables.  It 
assumes that some aspects of the past patterns will continue into the future. In 
general, forecasting process is working with historical data. Main idea is to discover 
patterns in the past and to use them in current moment. If we have a function which 
can map t-2 data to forecast t-1 data, then we can use it to predict t+1 data with t data.  
Forecasting financial time series is even more complicated task because there are a 
various sets of input data that can be analyzed. Methods for forecasting financial 
markets, especially stock market prices can be grouped into two types: technical and 
fundamental analysis. 

Fundamental analysis of a market is consisting of analyzing overall state of 
the economy and overall state of the market where the observed companies are 
operating. With this analysis the stock price can be predicted reasonably. 
Fundamental analysis has very good performance for long term prediction, but there 
is also a huge disadvantage. This analysis is difficult to formalize for automated 
decision support because very often is highly subjective. 
 Technical analysis is a process for forecasting the future direction of prices 
of a stock market through the analysis of past market data, especially stock prices and 
volume. Unlike the fundamental analysis, technical analysis is used for short term 
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prediction. Although this analysis is widely used in forecasting it is not recommended 
because is highly subjective and statistically not valid. 

Despite the above two analysis, there are several data mining techniques that 
offer very good performance in forecasting financial time series. In recent years, 
artificial neural networks [13] (ANN’s) have become another important technique for 
predicting stock prices. A NN is an interconnected network of simple processing 
nodes with a different weight associated with each connection. With a proper network 
topology and appropriate weights between the connections, a NN can be trained to 
approximate any function mapping between its input(s) and output(s) by using an 
appropriate learning algorithm such as backpropagation (BP).  In [5] is shown how a 
forecasting model can produce buy/sell signals, in [6,7 and 8] are shown best 
practices for data preprocessing, especially time series data, and in [2 and 4] are 
shown best practices in designing a good forecasting model. 

2 Designing a neural network based forecasting system 

The object of this paper is to summarize recommendations from the recent research [2 
and 14] and to experimentally select the optimal parameters for designing a neural 
network based model for forecasting time series, especially predicting the daily 
closing price from one Macedonian Stock, the NLB Tutunska Banka stock. The 
model shall provide framework for testing different input parameters and different 
network topology parameters. These variations will be tested with training data, and 
then the optimal parameters will be selected for the testing data. 

Fig.1 illustrates the proposed architecture of neural network. On the left (input) 
side of the neural network are different time series which will be input variables in the 
forecasting model. On the output side is one output node which represent the 
predicted time series, in this case closing price of the above stock. 

2.1 Neural network overview 

Recent research [1 and 2] activities in artificial neural networks have shown that 
ANN’s have powerful capabilities in classification and regression problems. There are 
several advantages [2] that make them attractive in forecasting financial time series. 
First of all they are data – driven self adaptive methods, which means that ANN’s can 
be used in field where we know a little or nothing about the relationships along the 
analyzed data. Second, they can generalize. ANN’s can often correctly infer the 
unseen part of the data even if the data has a high noise coefficient. As forecasting is 
performed via prediction of future behavior (unseen part) from examples of past 
behavior, it is an ideal application for neural networks. And the third advantage is that 
the ANN’s are universal approximators.  They can approximate any kind of function, 
regardless it is linear or non linear. Despite the advantages there are disadvantages in 
the using of ANN’s.  One of the main disadvantages is the black box nature of their 
solutions, excessive training times, difficulty in replicating stable solutions, over 
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fitting and the large number of parameters that must be experimentally selected to 
generate a good forecast. 

Fig. 1.  Neural network architecture [14]

According to a recent survey [12] made by Crone/Kourentzes and [13] there is 
a decade’s long research interest in artificial neural networks (ANN) that has lead to 
several successful applications. Besides their success, both in theoretical and practical 
works, there are still a lot of modeling issues [9 and 10] that are critical to design a 
reliable forecasting model. Kaastra [4] and [3 and 5] are proposing similar procedures 
for designing a neural network forecasting model which are consisted of several main 
tasks: variable selection, data preprocessing ,training and testing sets, neural network 
paradigm and neural network training. Every step has its own meaning and own part 
in the overall performance of the forecasting system. 

2.2 Variable selection 

Success in designing a neural network depends on a clear understanding of the 
problem. Our problem is to predict the daily closing price, so the traders can use it to 
make their trading more successful. Same as the mentioned type of analysis: 
fundamental and technical, there are fundamental and technical data that can be used 
as input variables. Fundamental data are mainly represented via fundamental 
parameters, like local and global economy and market parameters, which despite 
technical data are harder to interpret as an input variables for short term prediction. 
Technical data are in general prices and volume from historical trading on the stock 
market. In the [5] is proposed ”keep it simple and short” KISS method which uses 
only technical data from every day trading and some derived technical data. In our 
approach we will use the same input variables which are: 
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Oi  the opening price of day i 
Oi-1   the opening price of day i–1 
Hi-1   the daily high price of day i–1 
Li-1   the daily low price of day i–1 
Ci-1   the closing price of day i–1 
Ci-2    the closing price of day i–2 
Vi   the trading volume of day i 
Mi-1   the 5-day momentum of day i-1( Ci-1–Ci-6)

The last one, the 5 day momentum is used as a derived technical attribute, which is 
the difference between Ci-1 and Ci-6. The output of the system will be the daily closing 
price of the stock. The historical data can be found on Macedonian Stock Exchange 
web site (http://www.mse.org.mk). 

2.3 Data Preprocessing 

The next step in designing a neural network is data preprocessing. Once the attributes 
are selected they should be adequately preprocessed in order to achieve higher quality 
and reliable predictions. Data preprocessing refers to analyzing and transforming the 
input and output attributes to minimize noise, highlight important relationships, and 
detect trends and seasons of the variables to assist the neural network in learning the 
relevant patterns. In recent research by Zhang [7 and 8] there are several techniques 
for detrending and deseasonalization the time series. It is shown that these techniques 
can influents on the overall forecasting performance of the system. In our approach 
these techniques will be left out of the analysis. Also, Sven Crone in his research [6] 
is experimenting with various scaling methods. His results show that scaling offers 
better performance than normalization.  In our approach attributes from the data sets 
are scaled in interval [-1, 1], appropriate to the thresholds of the activation function 
which will be explained latter. 

2.4 Training and testing sets 

Defining the training and testing sets and strategy is probably the most important 
issue in designing a neural network.  Training set is usually larger than the testing set 
and is used to train the neural network. The neural network model that has the best 
results [4] on the training set shall be used on testing set. In the nature of the time 
series is the time as a dimension which must be considered in the analysis. Therefore, 
a moving-windows approach [11] was adopted for training and testing. 
Defining the appropriate size of the training set is the main issue in the moving-
windows approach. If the training set is too small, neural network will convergence 
easily, but it will not predict with acceptable accuracy, on the other side if the training 
set is too large it will be more difficult for the network to convergence. Because time 
series are time depended, if the training set is too large (in meaning of time period) it 
may have learned some patterns that may no longer be effective because the market 
conditions are have already changed.  
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The benefit of the moving windows approach is that the observed market and stock 
may change over the time, so the constant moving the training and testing sets can 
avoid these changes. That means the trained network that was optimal in the past may 
not be optimal any more. Besides the recommendations [4 and 5] for using the 
moving-windows approach there are no defined rules how to define the training set 
size. The testing period was from May 2009 to May 2010. Because the period has 13 
months the training set sizes with which was tested were less than a13 months. We 
tested with 12 months, 6 months and 3 months period, like a training set sizes. The 
appropriate training sets are described in [tables1, 2 and 3]. 

Table 1. 12 + 1 month training and testing sets 

Cycle Training set Testing set 
Period No. of patterns Period No. of patterns 

1 May 09 - Apr 10 201 May 10 16

Table 2. 6 + 1 month training and testing sets 

Cycle Training set Testing set 
Period No. of patterns Period No. of patterns 

1 May 09 - Oct 09 86 Noe 09 20
2 Jun 09 - Noe 09 98 Dec 09 19
3 Jul 09 - Dec 09 100 Jan 10 16
4 Aug 09 - Jan 10 104 Fev 10 20
5 Sept 09 -Fev 10 109 Mar 10 21
6 Oct 09 - Mar 10 115 Apr 10 19
7 Noe 09 - Apr 10 115 May 10 16

After preliminary experiments we have concluded that best performance is achieved 
when training set size is three month period, so three month period training set size is 
used for further experiments. On fig.3 are illustrated experimental results.  

Table 3. 3 + 1 month training and testing sets 

Cycle Training set Testing set 
  Period No. of patterns Period No. of patterns 

1 May 09 - Jul 09 37 Aug 09 15
2 Jun 09 - Aug 09 44 Sept 09 15
3 Jul 09 - Sept 09 42 Oct 09 19
4 Aug 09 - Oct 09 49 Noe 09 20
5 Sept 09 -Noe 09 54 Dec 09 19
6 Oct 09 - Dec 09 58 Jan 10 16
7 Noe 09 - Jan 10 55 Fev 10 20
8 Dec 09 - Feb 10 55 Mar 10 21
9 Jan 10 - Mar 10 57 Apr 10 19

10 Feb 10 - Apr 10 60 May 10 16
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Another issue in the training process is the overtraining of the network which 
means that the network is trained too much, or it is too complex. Overtraining can be 
avoided if the mean square error is minimized during training. That means that the 
number of epochs should be decreased when MSE is increasing, which is done during 
the experiments. 

Fig.3. MSE on different training set sizes 

2.5 Neural network paradigms 

Defining neural network parameters is related with the problem of the observed 
domain. In general it is consist of defining the number of hidden layer, number of 
hidden neutrons, number of output neutrons, which are architectural considerations,  
and the dynamics of the neural network which is a transfer or activation function.  

2.5.1 Neural network topology 

Because the number of input and output variables are already defined with the 
attribute selection process the only thing remaining is the number of hidden layers and 
the number of hidden nodes. In theory, a neural network with one hidden layer with a 
sufficient number of hidden neurons is capable of approximating any continuous 
function. In practice [1 and 12], networks with one or two hidden layers are used in 
90% of the cases. Large number of hidden layers than two can make the neural 
network time consuming and over fitted, which means that the network has too few 
degrees of freedom and memorize general patterns. In our system we used one hidden 
layer with different number of hidden neurons which was part of the experiments. So 
we have the following topology: 8 – k -1; k – number of hidden neutrons. 
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Besides the large number of examples of neural network models in the recent 
research there is no formula for determination the number of hidden neurons. Some 
recommendations [4] are that the number has to be from one half to three times the 
number of input nodes. Also in [5] is provided the following formula (1) which was 
used in our experiments 

                                       k = i x N – 1; i = 1, 2, 3...                                          (1) 

However, selecting the best number of hidden neurons involves experimentation.  
According to this we have tested with different number of hidden neurons, 7, 10, 14 
and 21.  

Fig. 4. MSE on different number of hidden neurons 

Fig. 4 illustrates that the number of hidden neurons seriously has very high impact on 
the error rate of the neural network. The experiments have shown that neural network 
with 21 hidden neurons has lower error rate than the networks with less number of 
hidden neurons. 

2.5.2 Transfer function 

Transfer functions are mathematical formulas that determinate the output of a 
processing neuron. The large amount of neural networks models uses the sigmoid (S) 
function, besides the others like hyperbolic tangent, step, ramping, etc. In our system 
sigmoid function is used as a transfer function. Selection of the transfer function is 
often related with data scaling. To provide consistent system, data scaling in interval 
[-1, 1] was used same as the thresholds of the selected transfer function [-1, 1]. 

2.6 Training

Number of training iterations is another important issue in designing a neural 
network. There are two approaches in the literature [4] about selecting the right 
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number of training iterations. First school says that researcher should only stop 
training until there is no improvement in the error function. The second school says 
that there should be series of training test iterations, where neural network is trained 
on different number of iterations and tested on test data. In our system we use the first 
approach. Firstly we started with 150,000 epochs, but on fig.4 we have shown that 
there is no big improvement in MSE after 80,000 epochs, which was therefore used 
for the testing set.  

Other important issues in designing a neural network are connected with the 
backpropagation algorithm. These issues are learning rate and momentum. The 
recommendations are that the learning rate should be <0, 5 and momentum = 0, 4. 

3 Experimental results and discussion 

In general the performance of the neural network is measured by its MSE error, 
because is one of the most used in recent research [12]. MSE error of the neural 
network was especially important in the training phase where the optimal parameters 
were selected according to the MSE error movement. From the results of the training 
phase (fig.4) we tested with two neural network architectures. One is 8 – 14 – 1 and 
the second is 8 – 21 – 1.  MSE errors on different neural network architectures are 
shown in table 4. The results was that 8-14-1 architecture has minimum MSE error, 
therefore was selected for further testing. 

Table 4. MSE errors on testing phase 

# of hidden neutrons 14 21
MSE 0,046 0,086 

  However in the testing phase the actual value or usefulness of the neural network is 
measured by its ability to make accurate predictions of the future market prices. In our 
approach we use an average prediction rate. We recorded the predictions of the daily 
closing price of NLB Tutunska Banka stock over the 10 months test period (table 3) 
and compared them with the actual values. For each testing cycle we generated 
average prediction rate, and also an average prediction rate of the whole testing 
period. 

Table 5 depicts the experimental results. Column labeled “Average Prediction 
Rate” show the results for neural network accuracy in different cycles.  The average 
prediction rate of the system is over 60%, which is fairly good. In the cycles we have 
ones with very high accuracy and with very low accuracy. Main reason for these 
oscillations is the difference in the training set size. Besides the fact that training size 
set was limited to three month period, obviously it was not enough. In training sets we 
have sets that are two times larger than the other ones. In fact, that is from the nature 
of the time series. In some periods time series are more frequent, in other they are not. 
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This approach was effective [5] in stock exchange where stock price values were 
more constant during the time (in a manner of frequency). 

Table 5. System accuracy 

Testing set 
 Cycle Period # of patterns Average Prediction Rate MSE 

1 Aug 09 15 37,69 0,0141 
2 Sept 09 15 34,46 0,0733 
3 Oct 09 19 66,34 0,1019 
4 Noe 09 20 53,54 0,0887 
5 Dec 09 19 58,05 0,0722 
6 Jan 10 16 78,02 0,0351 
7 Fev 10 20 84,39 0,0166 
8 Mar 10 21 91,03 0,0075 
9 Apr 10 19 70,75 0,0338 

10 May 10 16 16,72 0,0102 
Average Prediction Rate & MSE     60,98 0,0460 

We have shown that for Tutunska Banka stock, we need more constant training set 
size than the proposed one. In future work we will test with same parameters for 
others stocks from Macedonian stock exchange and from other Balkan stock 
exchanges to check our hypothesis and to find the optimal mowing windows approach 
parameters.  

Also, it is reasonable to expect that results can be improved in the following ways: 
including more technical, derived technical or even fundamental input attributes and 
fine tuning on network topology.  

Finally, in this work we have used best practices in recent research and keep the 
simplicity in mind. Our approach uses the simple methods and recommendations to 
build neural network forecasting system which has an acceptable performance in 
accuracy and cost.  

4 Conclusions

In this paper was elaborated a theoretical and practical analysis on the design and 
implementation of a neural based system for forecasting stock market prices, in detail 
the NLB Tutunska Banka Stock. Main objective was to determine the optimal 
parameters, especially the ones which still are generated via trial and error process. In 
this phase we have experimental results in defining the training set size in moving-
windows approach, number of training epochs and number of hidden neurons.  The 
design issues of neural networks for prediction tasks were discussed in detail and the 
design of forecasting system was presented. The empirical results showed that the 
proposed system was able to predict short-term price movement directions with an 
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overall accuracy of over 60%. The system demonstrated that fairly good prediction 
accuracy can be achieved using a backpropagation network without the use of 
extensive market data or knowledge. 
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