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PREFACE 
 

The ICT Innovations 2018 conference created and managed a vibrant environment, where participants 
shared the latest discoveries and best practices, and learned about symbiosis between engineering and life sciences. 
The conference promoted the development of models, methods and instruments of data science, as well as other 
aspects of computer sciences, and provided a unique environment for the presentation and discussion of new 

approaches and prototypes in joint fields of engineering and life sciences. 
 

ICT Innovations conferences are organized by the Association for Information and Communication 
Technologies (ICT-ACT), whose mission is the advancement of ICT technologies. The main co-organizer and 
supporter of the 10th International ICT Innovations conference was the Faculty of Computer Science and 
Engineering and Ss. Cyril and Methodius University in Skopje, Macedonia. The 10th ICT Innovations conference 
will be held in Metropol Lake Resort - Ohrid, Macedonia, September 17 - 19, 2018. The special conference topic is 
Engineering and Life Sciences. 

 
Technological innovations have become an essential drive for modern life sciences development. With 

the advent of high-throughput techniques, life scientists are starting to grapple with massive data sets, encountering 
challenges with handling, processing and moving information that were once the domain of computer scientists and 
engineers. Nowadays cancer diagnostics introduces novel micro/nano-based technologies that can facilitate 
detection of cancer biomarkers in early cancer phases, that are more amenable to treatment. Engineering has played 
a central role in the development of diagnostic and therapeutic instruments, like prosthetic valves, pacemakers, 
implantable cardioverters/defibrillators (ICDs), and automated external defibrillators (AEDs). The non-invasive 
brain imaging techniques produces massive brain-related data that are a great basis for engineers and computer 
scientists to gather foundational knowledge of the brain and the nervous system, providing the basis for diagnosing 
and treatment of some neurological and mental diseases. Robots have become part of life sciences as tools, models, 
and challenges. Robots are engaged in 3D printing, manipulating lab materials, as well as surgery tools. They are 
emotional support of a class of patients and elderly. They are engaged in direct brain-robot communication using 
EEG signals. Genetic agents, on the other hand, can be modeled as nanorobots. The interleaving of engineering and 
the life sciences is becoming more imminent and present. Nowadays there is a great synergy between these two 
seemingly different areas. It is transforming the traditional ways of creation and product assemblies, the 
educational process, the healthcare and other societal phenomena. However, in spite of the great synergy that 
exists, there are still many open issues and obstacles that need to be addressed and overcame in order to bridge the 
gap between life sciences and engineering. 

 
The ICT Innovations 2018 received 88 submissions from 169 authors coming from 20 different 

countries. All these submissions were peer reviewed by the Program Committee consisting of 190 high-quality 
researchers coming from 47 different countries. Based on the results from the peer reviews, 21 full papers (the 3 
full papers of the invited lecturers are not taken into account) were accepted for publication in the Springer edition, 
resulting in a 24% acceptance rate. From the rest of the papers, 27 papers were selected for publication in the web 
proceedings as regular papers or as posters.  

We would like to express sincere gratitude to the invited speakers for their inspirational talks, to the 
authors for submitting their work to this conference, and the reviewers for sharing their experience during the 
selection process. Special thanks to Ilinka Ivanoska, Bojana Koteska, Monika Simjanoska, Aleksandar Stojmenski, 
Kostadin Mishev, Vladislav Bidikov and Kiril Kiroski for their technical support during the conference and their 
help during the preparation of the conference proceedings. 

 
 

Ohrid, September 2018 

 
 

Slobodan Kalajdziski, Nevena Ackovska  
Editors 
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Bozinovska Liljana South Carolina State University, USA
Braun Torsten University of Berne, Switzerland
Burmaoglu Serhat Izmir Katip Celebi University, Turkey
Burrull Francesc Universidad Politecnica de Cartagena, Spain
Calleja Neville University of Malta, Malta
Chitkushev L. T. Boston University, USA
Chorbev Ivan Ss.Cyril and Methodius University, Republic of

Macedonia
Chouvarda Ioanna Aristotle University of Thessaloniki, Greece
Chung Ping-Tsai Long Island University, USA
Cico Betim EPOKA University, Albania
Conchon Emmanuel Institut de Recherche en Informatique de

Toulouse, France
Curado Marilia University of Coimbra, Portugal
D’Elia Domenica Institute for Biomedical Technologies, Italy
Damasevicius Robertas Kaunas University of Technology, Lithuania
Davcev Danco Ss.Cyril and Methodius University, Republic of

Macedonia
De Nicola Antonio ENEA, Italy
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Grgurić Andrej Ericsson Nikola Tesla d.d., Croatia
Gushev Marjan Ss.Cyril and Methodius University, Republic of

Macedonia
Haddad Yoram Jerusalem College of Technology, Israel
Hadzieva Elena St. Paul the Apostle University, Republic of

Macedonia
Hao Tianyong Guangdong University of Foreign Studies, China
Hoic-Bozic Natasa University of Rijeka, Croatia
Hollmann Susanne SB-Science Management, Germany
Hsieh Fu-Shiung University of Technology, Taiwan
Huang Yin-Fu University of Science and Technology, Taiwan
Huraj Ladislav Ss. Cyril and Methodius University, Slovakia
Huynh Hieu Trung Industrial University of Ho Chi Minh City, Viet-

nam
Ilarri Sergio University of Zaragoza, Spain
Ilievska Natasha Ss.Cyril and Methodius University, Republic of

Macedonia
Ivanovic Mirjana University of Novi Sad, Serbia
Jakimovski Boro Ss.Cyril and Methodius University, Republic of

Macedonia

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



Janeska-Sarkanjac Smilka Ss.Cyril and Methodius University, Republic of
Macedonia

Jovanov Mile Ss.Cyril and Methodius University, Republic of
Macedonia

Jovanovik Milos Ss.Cyril and Methodius University, Republic of
Macedonia

Jusas Vacius Kaunas University of Technology, Lithuania
Kalajdziski Slobodan Ss.Cyril and Methodius University, Republic of

Macedonia
Kaloyanova Kalinka University of Sofia - FMI, Bulgaria
Karaivanova Aneta Bulgarian Academy of Sciences, Bulgaria
Karan Branko Danube Robotics, Serbia
Kawamura Takahiro The University of Electro-Communications,

Japan
Kljajic Borstnar Mirjana University of Maribor, Slovenia
Kocarev Ljupcho Ss.Cyril and Methodius University, Republic of

Macedonia
Koceska Natasa Goce Delcev University, Republic of Macedonia
Koceski Saso Goce Delcev University, Republic of Macedonia
Kon-Popovska Margita Ss.Cyril and Methodius University, Republic of

Macedonia
Kostoska Magdalena Ss.Cyril and Methodius University, Republic of

Macedonia
Kraljevski Ivan VoiceINTERconnect GmbH, Germany
Kulakov Andrea Ss.Cyril and Methodius University, Republic of

Macedonia
Kundu Anirban Netaji Subhash Engineering College, Singapore
Kurti Arianit Linnaeus University, Sweden
Lameski Petre Ss.Cyril and Methodius University, Republic of

Macedonia
Lastovetsky Alexey University College Dublin, Ireland
Lazarova-Molnar Sanja University of Southern Denmark, Denmark
Lebedev Mikhail Duke University, USA
Li Rita Yi Man Hong Kong Shue Yan University, SAR China
Lim Hwee-San Universiti Sains Malaysia, Malaysia
Loshkovska Suzana Ss.Cyril and Methodius University, Republic of

Macedonia
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Abstract. This research presents the use of the intensity-curvature functional 
(ICF) as k-space filter. The k-space magnitude of the following four image 
space filters was calculated: two high pass filters (termed as HPF and PSOHPF) 
and two gradients (termed as GRADX and GRADY). Two dimensional images 
of the human brain were collected with Magnetic Resonance Imaging (MRI) 
and they were processed using the following k-space filtering technique. The 
images were fitted with the bivariate linear model function. The real and the 
imaginary parts of the k-space of the ICF were subtracted from the k-space of 
the filters and the k-space of the gradients. The ensuing k-space was inverse 
Fourier transformed so to obtain four k-space filtered images. The major 
contribution of this paper is thus the comparison between four k-space filtering 
techniques. Data confirms the aptitude of the ICF to behave as high pass filter in 
image space. Moreover, the k-space filtered images present a level of 
demarcation of the boundaries of the vessels which is slightly superior to the 
details observable in the image space filters. In conclusion, vessels demarcation 
in MRI can be obtained using the ICF as k-space filter. 

Keywords: K-space ·  Image space filters ·  K-space filtered images ·  Intensity-
curvature functional ·Demarcation of the boundary ·  High pass filter. 

1 Introduction 

The literature relevant to the research presented in this paper spans across two topics: 
(i) vessels segmentation; and (ii) image filtering techniques. For a review on vessel 
segmentation techniques with applications in computed tomography angiography 
(CTA) and magnetic resonance angiography (MRA), the reader is referred to the 
research conveyed in [1]. For a review on neurovascular structure vessel segmentation 
techniques, algorithms and methods with categorization on the basis of technology 
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and methodology the reader is referred to the research reported in [2]. Image filtering 
techniques can be classified into two main categories: (i) image space filtering 
techniques, and (ii) k-space filtering techniques. Normally, due to the sensitivity of 
the k-space which, when filtered, might yield to image degradation, the image 
filtering techniques have been developed mainly to denoise the image space. 
Particularly interesting are the wavelet denoising techniques because of their 
applicability to MRI and ultrasound brain imaging [3]. Moreover, state of the art 
approaches in MRI k-space filtering usually function, rather than after data 
acquisition, through the optimization of the parameters of the pulse sequence at the 
time of data acquisition [4]. The idea of the research proposed in this paper is to 
investigate if the intensity-curvature functional (ICF) [5, 6] is a k-space filter effective 
to demarcate the boundary of human brain vessels detected with MRI. This paper thus 
proposes that k-space filtering can be done after MRI data acquisition through image 
processing techniques. To validate the effectiveness of k-space filtering this research 
therefore uses the vessels of the human brain so to see if the vessels appear 
demarcated, and in such case, the k-space filter is deemed valid. In order to perform 
the investigation, the ICF is used as k-space filter on four image space filters: (i) the 
high pass filter (HPF); (ii) the gradient image along the x direction (GRADX); (iii) 
the gradient image along the y direction (GRADY); (iv) the particle swarm 
optimization [7] algorithm based high pass filter (PSOHPF). K-space filtering an 
image space filter can be classified as a filtering technique. What follows from the 
idea is that four k-space filtering techniques are available for comparison. When 
employing the k-space filtering technique here proposed, the image space filters 
(HPF, GRADX, GRADY and PSOHPF) are processed as follows. 1. The image space 
filter is Fourier transformed into k-space. 2. It is calculated the difference between the 
k-space of the image space filter and the k-space of the intensity-curvature functional 
of the image. The aforementioned difference is computed both for the real and for the 
imaginary part of the k-space. 3. The k-space difference is inverse Fourier 
transformed, and so the reconstructed signal is obtained and compared to the image 
space filter. Computing was performed using in house software which was coded to 
develop this research.  

2 Theory 

2.1 The Calculation of the Intensity-Curvature Functional (ICF) 

The objective of this section is to illustrate how to calculate the ICF of an image. The 
ICF is also an image and it can be calculated when a model polynomial function is 
fitted to each pixel of the departing image. There are two constraints that the function 
needs to obey to. 1. Second order differentiability. 2. At least one of the partial second 
order derivatives of the function needs to be non-null when calculated at the grid 
point (x, y) = (0, 0) of the pixel. Let h(x, y) be the model polynomial function and let 
it be the bivariate linear function which takes the form [5]:  
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h(x, y) = f(0, 0) + x (f(1, 0) - f(0, 0)) + y (f(0, 1) - f(0, 0)) + 
                                           xy (f(1, 1) + f(0, 0) - f(0, 1) - f(1, 0))                           (1) 
 

Where f(1, 0), f(0, 1) and f(1, 1) are the pixels in the neighborhood of f(0, 0). f(0, 
0) is the pixel of the image. Let us posit the following finite differences between f(0, 
0) and the pixel intensity values located in the neighborhood of f(0, 0):  

 
θx = [f(1,0) - f(0,0)]             (2) 
 
θy = [f(0,1) - f(0,0)]                                     (3) 
 

ωf  = [f(1,1) + f(0,0) - f(0,1) - f(1,0)]            (4) 
 

It follows that:  
 

h(x, y) = f(0,0) + x θx + y θy + xy ωf                                   (5) 
 

The intensity-curvature term of h(x, y) at the grid point (x, y) = (0, 0) is called 
intensity-curvature term before interpolation (Eo(x, y)) and is computed for each pixel 
of the image: 

 
Eo(x, y) =  ∫  ∫ f (0, 0) ⋅ ((∂2 h(x, y) / ∂x2) + (∂2 h(x, y) / ∂y2) +                                                          

(∂2 h(x, y) / ∂x∂y) + (∂2 h(x, y) / ∂y∂x))(0, 0) dx dy =  
                        ∫  ∫ f (0, 0) 2 ωf dx dy = f (0, 0) 2 x y ωf                   (6) 
 

The intensity-curvature term of h(x, y) at any intra-pixel location (x, y) is called 
intensity-curvature term after interpolation (EIN(x, y)) and is computed for each pixel 
of the image: 

 
EIN(x, y) =  ∫  ∫ h(x, y) ⋅ ((∂2 h(x, y) / ∂x2) + (∂2 h(x, y) / ∂y2) + 

                              (∂2 h(x, y) / ∂x∂y) + (∂2 h(x, y) / ∂y∂x))(x, y) dx dy = 
                          ∫  ∫ h(x, y) 2 ωf dx dy = 2 ωf  Hxy(x, y)                            (7) 
 

Hxy is the primitive of h(x, y) respect to the variables x and y and is defined as: 
 

Hxy(x, y) = f(0,0) xy + yx2/2 θx + xy2/2 θy + y2x2/4 ωf                 (8) 
 

For each pixel of the image, the ICF of h(x, y) is thus calculated as [5]: 
 

ΔE(x, y) = Eo(x, y) / EIN(x, y) = f (0, 0) x y / Hxy (x, y)                   (9) 

2.2 The Input and Output Functions of the ICF 

This section shows the formulae relevant to the characterization of the ICF based high 
pass filter when the model polynomial function fitted to the image is the bivariate 
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linear function. For additional details on the math procedure the reader is referred to 
recent research [5]. Let the transfer function (TF) of the ICF filter be [5]: 
 
TF(x, y) = Y (x, y) / X (x, y) = { [ xy f(0,0) ]  / { f(0,0) xy + [yx2 (f(1,0) – f(0,0)) / 2] 
+ [xy2 (f(0,1) – f(0,0)) / 2] + [x2y2 (f(0,0) + f(1,1) - f(1,0) - f(0,1)) / 4 ] } } / [ f(0, 0) ] 

                                                                                                   (10)  
 

The input function x[n] and the output function y[n] of the ICF filter are computed 
from (10) as [5]: 

 
x[n] = { { { 1 } – y[n] { 1 – x / 2 – y / 2 + xy / 4 } } / { [x f(1,0) / 2 + y f(0,1) / 2 + 

                    (f(1,1) - f(1,0) - f(0,1)) xy / 4] y[n] } }– 1                              (11) 
 

y[n] = { { xy x[n] }  / { x[n] xy + [yx2 (f(1,0) – x[n]) / 2] + [xy2 (f(0,1) – x[n]) / 2] + 
                  [x2y2 (x[n] + f(1,1) - f(1,0) - f(0,1)) /4 ]} }                  (12) 
 
The illustration of the outcome of equations (10), (11) and (12) is given in Fig. 2.  

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

(a)  (b)  (c)  (d)  (e)  

 (f)  (g)  (h)  (i)  (j)  

     (k)  (l)  (m)  (n) (o)  

     (p)  (q)  (r)  (s)  (t)  
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Fig. 1. (a) MRI image. (b), (c), (d), (e): The HPF image; the GRADX image; the GRADY 
image and the PSOHPF image, respectively. The k-space magnitude in (f), (g), (h), (i), (j) is 
calculated from: the MRI image, the HPF image; the GRADX image; the GRADY image and 
the PSOHPF image, respectively. (k) The ICF image. (l), (m), (n), (o): The inverse Fourier 
transformation of the difference between the k-space of the image space filters (b), (c), (d), (e) 
and the k-space of the intensity-curvature functional, respectively. (l), (m), (n), (o) are the k-
space filtered images. The k-space magnitude in (p), (q), (r), (s), (t) is calculated from: (k), (l), 
(m), (n), (o), respectively.  

3 Results 

This research conveys results obtained with one subject’s T1 MRI from the OASIS 
MRI data repository [8-13] (see Fig. 1), four subjects’ localizer scans of the MRI 
acquisition (see Figs. 3 through 9) and one subject’s T2 MRI (see Fig. 10). The 
subjects in the figures are labeled as: K, A, L, P and Z. The choice of the localizer in 
this paper is supported by previous research, which shows the feasibility to demarcate 
human brain vessels when using another type of inverse Fourier transformation 
procedure [14]. For three additional subjects the method did perform not as well as 
the aforementioned subjects however, at least in part, the vessels were detected too. 
  
3.1 The Inverse Fourier Transformation Procedure 

Fig. 1 presents the following image space filters: ICF, HPF, GRADX, GRADY and 
PSOHPF (see Fig. 1 in (k), (b), (c), (d) and (e)); and their k-space magnitude (see Fig. 
1 in (p), (g), (h), (i) and (j)). The following processing was done. 1. The inverse 
transformation procedure used in this paper entails the subtraction of the k-space (real 
and imaginary parts) of the ICF from the k-space (real and imaginary parts) of the 
image space filters (HPF, GRADX, GRADY and PSOHPF). 2. The resulting 
differences (in the real and the imaginary parts) were inverse Fourier transformed so 
to obtain the image space back again, and the images are presented in Fig. 1 in (l), 
(m), (n) and (o). 3. From the image space obtained at the step 2, the direct Fourier 
transformation was used in order to calculate the k-space magnitude (see Fig. 1 in (q), 
(r), (s) and (t)) of the k-space filtered images (see Fig. 1 in (l), (m), (n) and (o)). K-
space filtering the image space filters yields the k-space filtered images (see (l), (m), 
(n), (o) in Fig. 1). It is possible to make the following observations: A, B and C. A. 
The HPF and the GRADX images in (b) and (c) were similar and this is consequential 
to their math formulation, and therefore, the reconstructed HPF and reconstructed 
GRADX in (l) and (m) are also similar. Note that the HPF image is calculated through 
the recursive gradient along the X direction. B. The outward show of the GRADY 
image in (d) is a direct consequence of the calculation of the gradient along the Y 
direction (versus the GRADX image in (b)). C. The PSOHPF image in (e) is similar 
to the HPF image (compare (b) versus (e)), and so are the reconstructed images in (l) 
and (o).  
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3.2 Preliminary Analysis 

This section of the paper presents a preliminary analysis aimed to compare the 
properties of the image space filters versus the intensity-curvature functional (ICF) 
image (see Fig. 1). The similarity between the HPF and the ICF was recently 
documented in [5]. The results reported here, also document the expected superiority 
of the ICF versus the GRADX and GRADY images. The aforementioned superiority 
is a consequence of the difference in the math that calculates the gradients versus the 
math that calculates the ICF. The determinant of the superiority is described by the 
following reasoning. 1. The GRADX and GRADY images were obtained as finite 
differences of adjacent image pixel intensity values along the X and Y direction, as 
shown in equation (2) and equation (3) respectively. 2. On the other hand, the ICF is 
more complex and comprises of terms, in its defining equation (9), that go beyond the 
simple calculation of the finite differences of (2) and (3). 3. The ICF was also tested 
versus the PSOHPF and the results indicate that (after the inverse Fourier 
transformation procedure) the PSOHPF achieves observable level of demarcation of 
the details which are similar to the initial PSOHPF image (compare (e) versus (o) in 
Fig. 1). However, the ICF is sharper (compare (k) versus (o) in Fig. 1). 4. Generally, 
though, the k-space filtered images shows demarcation of the sulci and gyri of the 
MRI in (a) (see Fig. 1 and compare (a) which is the MRI, versus (l), (m), (n), (o), 
which are the k-space filtered images). These results were obtained using OASIS MRI 
data [8-13]. 
 

(a) (b) (c)  

Fig. 2. The transfer function TF (equation (10)), the input function X (equation (11)), and the 
output function Y (equation (12)) of the ICF-based high pass filter, are presented in (a), (b) and 
(c) respectively for an MRI image with emphasis on the vasculature. The images were 
calculated using the MRI localizer as the input image. The subject’s ID is K. 

3.3 The ICF as Image Space and K-space Filter 

This section analyzes the effect of the ICF when used as image space high pass filter 
and when used as k-space filter. Fig. 2 shows the effect in image space of ICF-based 
high pass filtering when applied to the detection of human brain vasculature [14]. Fig. 
3 shows the effect of k-space filtering the image space filters: HPF (compare (c) 
versus (e); and (d) versus (f)); and PSOHPF (compare (g) versus (i); and (h) versus 
(j)). After k-space filtering HPF and PSOHPF, the vessels appear as bright areas 
surrounded by black contour and so this means that the boundary of human brain 
vessels is demarcated. Fig. 4 through Fig. 8 expands on the results presented in Fig. 3. 
The intensity-curvature functional (ICF) of the bivariate linear model function (see (s) 
in each figure) is used to k-space filter the image space filters: HPF (c), GRADX (g), 
GRADY (k), PSOHPF (o) (see Figs. 4, 5, 6, 7 and 8). The vessels of the MRI (see (a)) 
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are demarcated, which means that it appears a dark contour line surrounding bright 
regions located at the vessels position, and this is one finding of this research. The 
effect is more accentuated when k-space filtering HPF and GRADX, than it is when 
k-space filtering GRADY and PSOHPF (see Figs. 4, 5, 6, 7 and 8). This is because 
the math formulation of HPF, GRADX and the bivariate linear model function (from 
which the k-space filter ICF is calculated), all include finite differences between 
adjacent pixels located along the X direction (see equation (2)). The implication of 
aforementioned finding is to improve the image space filters HPF and GRADX. The 
images in (e) and (q) (see Figs. 4, 5, 6, 7 and 8) were obtained k-space filtering HPF 
and PSOHPF using the ICF as k-space filter, and they show bright areas surrounded 
by the black contour at the location of the border of the vessels, and so this means that 
the boundary of human brain vessels is demarcated. The images labeled with (u) in 
Figs. 4, 5, 6, 7 and 8 show the threshold segmentation of the vessels observable in (a). 
However, k-space filtering was superior to threshold segmentation (compare the k-
space filtered images in (e), (i), (m) and (q) with the image in (u)). 

 

(a)  (b)  

(c)  (d)  

(e)  (f)  

(g)  (h)  

 (i)  (j)  

Fig. 3. MRI images in (a), (b); HPF images in (c), (d); k-space filtered HPF images in (e), (f); 
PSOHPF images in (g), (h); k-space filtered PSOHPF images in (i), (j). The k-space filtered 
images are obtained after inverse Fourier transformation and they show bright areas surrounded 
by the black contour in (i) and (j) and more so in (e) and (f). The k-space filtering is more 
effective for the HPF images than it is for the PSOHPF images (compare (e) and (f) versus (i) 
and (j) to see the demarcation of the boundary of human brain vessels). The subject’s ID is A. 

K-space filtering of MRI images performed at the aim to highlight human brain 
vessels (make the vessels prominent) was reported earlier in [14]. The intensity-
curvature term after interpolation (ICTAI) of the bivariate cubic Lagrange model 
function [6] was found to be a suitable k-space filter. This research investigates k-
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space filtering using the intensity-curvature functional (ICF) of the bivariate linear 
model function. Hence, a comparison between the k-space filtering ability of ICTAI 
and ICF is worth of consideration. In relationship to the aforementioned ability, Fig. 9 
shows the advantage of k-space filtering using the ICTAI (see (c)) versus k-space 
filtering using the ICF (see (d)). In Fig. 9, the ICTAI [14] is presented in (b). The 
boundaries of the vessels indicated by the arrows in (c) are demarcated after k-space 
filtering the MRI in (a) using the ICTAI as k-space filter. As visible, the ICTAI 
provides clearer demarcation of the boundary of the vessels than the ICF provides 
(compare the k-space filtered signal in (c) versus (d)). The ICTAI is thus more 
powerful as k-space filter than the ICF is. 

4 Discussion and Conclusion 

Resent research has demonstrated that the intensity-curvature functional (ICF) of the 
bivariate linear model function can be tuned as a high pass filter [5].  
 

 

 

 

 

 

(a) (b) 

(c) (d) (e) (f) 

(g) (h) (i) (j) 

(k) (l) (m) (n) 

(o) (p) (q) (r) 

(s) (t) 
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Fig. 4. MRI with vessels in (a). (b) k-space of (a). (c), (g), (k), and (o) show the image space 
filters of the MRI in (a): HPF, GRADX, GRADY, and PSOHPF. (d), (h), (l), and (p) show the 
k-space of the image space filters: HPF, GRADX, GRADY, and PSOHPF, respectively. The 
intensity-curvature functional (ICF) of the MRI is presented in (s). The ICF is used as k-space 
filter. The k-space of the ICF is presented in (t). K-space filtering is used on HPF, GRADX, 
GRADY, and PSOHPF, respectively. (e), (i), (m) and (q) show the intensity-curvature based k-
space filtered images. The images in (f), (j), (n) and (r) show the k-space of (e), (i), (m) and (q), 
respectively. The image in (u) was obtained through threshold segmentation of the MRI in (a) 
The subject’s ID is K. 

Recent brain research aimed to the visualization of human brain vessels make use 
of Susceptibility Weighted Imaging (SWI) [15], Magnetic Resonance Angiography 
(MRA), Magnetic Resonance Angiography and Venography (MRAV) and 
Quantitative Susceptibility Mapping (QSM) [16] in a single MRI acquisition protocol 
[17].  
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(a) (b) 

(c) (d) (e) (f) 

(g) (h) (i) (j) 
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(s) (t) 
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Fig. 5. Cropped MRI image displaying human brain vessels in (a). (b) k-space of (a). The 
image space filters of (a) (HPF, GRADX, GRADY, PSOHPF) are presented in (c), (g), (k) and 
(o). The images in (d), (h), (l), and (p) show the k-space of HPF, GRADX, GRADY, and 
PSOHPF, respectively. The intensity-curvature functional (ICF) of the MRI image presented in 
(a) is displayed in (s). The ICF is used as k-space filter and its k-space is presented in (t). The 
images in (e), (i), (m) and (q) show the intensity-curvature functional based k-space filtered 
images (the image space filters were filtered in k-space by the ICF). The images in (f), (j), (n) 
and (r) show the k-space of (e), (i), (m) and (q), respectively. The image in (u) was obtained 
applying threshold segmentation to the MRI in (a). The subject’s ID is K. 

SWI is keen to visualize vessels, detect micro-vascularity, image micro-bleedings 
and identify susceptibility changes in tumor tissues in the human brain [18], and also 
to create novel MRI imaging protocols useful to study the tissue properties in the 
human brain [19].  
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Fig. 6. Human brain vessels imaged with MRI are presented in (a). (b) k-space of (a). The 
images in (c) and (o) are the HPF and PSOHPF, respectively. The images in (g) and (k) are the 
GRADX and GRADY, respectively. The images in (d), (h), (l), and (p) show the k-space of 
HPF, GRADX, GRADY, and PSOHPF, respectively. The ICF of the MRI image presented in 
(a) is in (s). The ICF is used as k-space filter and its k-space is presented in (t). (e), (i), (m) and 
(q) show the intensity-curvature functional (ICF) based k-space filtered images. (f), (j), (n) and 
(r) show the k-space of (e), (i), (m) and (q), respectively. The image in (u) is the threshold 
segmented MRI presented in (a). The subject’s ID is L. 
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Fig. 7. The MRI of human brain vessels is presented in (a). (b) k-space of (a). The image space 
filters HPF and PSOHPF are presented in (c) and (o), respectively. The image space filters 
GRADX and GRADY are displayed in (g) and (k), respectively. The k-space of HPF, GRADX, 
GRADY, and PSOHPF is presented in (d), (h), (l), and (p), respectively. The intensity-
curvature functional (ICF) of the MRI image (a) is displayed in (s). The ICF is used as k-space 
filter and its k-space is presented in (t). (e), (i), (m) and (q) show the intensity-curvature 
functional (ICF) based k-space filtered images, obtained filtering the images in (c), (g), (k) and 
(o). (f), (j), (n) and (r) show the k-space of (e), (i), (m) and (q), respectively. The MRI in (a) 
was segmented applying the threshold so to obtain the image in (u). The subject’s ID is L. 

QSM was able in recent times to build a 4D susceptibility atlas [20]. Moreover, 
functional MRI, at ultra-high magnetic fields, has been shown to provide improved 
sensitivity to: (i) deoxygenated hemoglobin, through which is possible to record the 
blood  
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Fig. 8. The MRI image with human brain vessels in presented in (a). (b) k-space of (a). (c), (g), 
(k), (o) show the image space filters (HPF (c), GRADX (g), GRADY (k), PSOHPF (o)). The k-
space of HPF, GRADX, GRADY, and PSOHPF, is presented in (d), (h), (l), and (p) 
respectively. The ICF of the MRI is presented in (s). The ICF is used as k-space filter and its k-
space is presented in (t). The intensity-curvature functional (ICF) based k-space filtered images 
are displayed in (e), (i), (m) and (q), respectively. The images in (f), (j), (n) and (r) show the k-
space of (e), (i), (m) and (q), respectively. The vessel imaged through the MRI in (a) was 
segmented applying a threshold and is shown in (u). The subject ID is P. 

oxygenation level-dependent (BOLD) effect, and also (ii) cerebral blood volume 
(CBV) [21]. To describe the difference between the aforementioned approaches and 
the methodology adopted by this research, it is necessary to prompt the attention to 
the following facts. 1. This research does not make use of minimum intensity 
projections, neither maximum intensity projections across 2D slices [17]. 2. The root 
notion of this paper is the intensity-curvature concept, which unifies the image 
intensity with the sum of second order partial derivatives of the model function fitted 
to the MRI data. 3. The main signal processing technique used here, along with the 
intensity-curvature concept, is the inverse Fourier transformation of k-space 
differences, which in recent time has been used to highlight human brain vasculature 
[14]. 4. The MRI protocol processed so to demarcate the boundary of the vessels of 
the human brain vessels (see Fig. 3a, and Fig. 4a through Fig. 9a) is the localizer 
which is the simplest MR imaging protocol. This last point adds value to the signal 
processing techniques here presented, which find verification on a MRI protocol that 
is very simple to acquire.  

(u) 
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(a) (b)   

(c)  (d)   

Fig. 9. MRI image in (a) with emphasis on the vessels (see arrows). The intensity-curvature 
term after interpolation (ICTAI) of the image in (a), is shown in (b). The result of k-space 
filtering the MRI in (a) with the ICTAI [14] is presented in (c) (see the demarcation of the 
boundary of the vessels). (d) The picture shows the k-space filtered image obtained k-space 
filtering the MRI in (a) using the ICF as k-space filter. Note that the boundary of human brain 
vessels is more demarcated in (c) than it is in (d). The subject’s ID is A. 

(a) (b) (c)   

Fig. 10. T2 MRI in (a). K-space filtered images obtained k-space filtering the MRI are 
presented in (b) and (c). The model functions fitted to the MRI are: the bivariate cubic 
Lagrange (b), the bivariate cubic B-Spline (c). The arrows point to the vessel structure. The 
subject ID is Z. 

Concurrently, k-space high pass filtering has been reported to be effective in 
human brain segmentation [22]. Along these lines of thought, the rationale of this 
paper is to explore the characteristics of the intensity-curvature functional when used 
as k-space filter. The contribution of this research is three folded. 1. The results 
present the comparison between the filtering characteristics of four image space filters 
(HPF, GRADX, GRADY, PSOHPF) and the high pass filtering properties of the ICF. 
2. Moreover, the paper compares the k-space of the four image space filters after the 
ICF is used as k-space filter on them. 3. Consequently, the major contribution of this 
research is to compare four k-space filtering techniques (see Fig. 1 and Figs. 4 
through 9). The expectation from k-space filtering the image space filters is at least to 
achieve consistent demarcation of the boundaries of the vessels and this was 
confirmed by the results. Also, the results extend on the capability of the ICF to be a 
filter of the frequency domain and this is the major implication of this research. This 
paper extends on the similar findings obtained through the k-space filtering technique 
reported recently in [23] (technique called ONE) where the MR images were fitted 
with the bivariate linear and the bivariate cubic Lagrange model functions. This 
research uses the bivariate model function too. Although in this research, the k-space 
filtering techniques were successful in demarcating the boundary of the vessels, the 
number of subjects that were analyzed is eight. Certainly, additional data analysis 
would be useful to magnify the weight of the results. To introduce future research, 
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Fig. 10 present results that address the aptitude to demarcate the boundary of the 
vessels in MR images using the ICF as k-space filter when the following model 
functions are fitted to the data: bivariate cubic Lagrange polynomial (see Fig. 10 in 
(b)) and bivariate cubic B-Spline polynomial (see Fig. 10 in (c)). In conclusion, 
though, adding up to the results presented recently in [23], the ICF can demarcate the 
boundary of the vessels when used as k-space filter and when the model function 
fitted to the MRI is the bivariate linear model. 
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Abstract. When dealing with cancer patients, doctors often face the dilemma 
whether to start the patients on a risky and painful treatment. For cases of acute 
cancers such as Acute Myeloid Leukemia (AML), sometimes it is better to treat 
only the symptoms, because the cancer treatment might even shorten the patient’s 
life. Gene expression within cancerous cells can provide more precise overview 
of the disease and the physical state of the patient. Furthermore, it can be useful 
for predicting the life expectancy of a patient which will help doctors to make the 
right decision whether to put the patient on the excruciating cancer treatment. 
Since gene expression data are very large, their analysis is more efficient and 
more accurate by utilizing machine learning techniques. This paper proposes new 
machine learning methodologies for predicting life expectancy of AML patients, 
integrates gene expression data from medical research for the AML patients and 
confirms that the data indicating the presence of some gene mutations can be 
associated with favorable or less favorable outcome of an AML patient. The 
prepared classification models for the existing datasets showed promising results, 
with accuracy reaching 92%, and can be used for classification of future AML 
patients. 

Keywords: AML· Life expectancy · Machine learning · SMOTE ·  Classification 
·  SVM · Decision trees ·  Random Forest. 

1 Introduction 

Acute Myeloid Leukemia is a cancer of the myeloid line of blood cells developed in 
the bone marrow. As the name suggest, this leukemia progresses quickly if not treated, 
and would probably be fatal in a few months. However, many of the deaths are not 
because of the cancer itself, but due to complications during the treatment. In general, 
cancer treatment imposes a lot of risks. For instance, bone marrow transplant has even 
less than 30% chance of survival. Chemotherapy weakens the body to an extent that 
even catching a cold may be fatal. Therefore, it is a difficult decision for doctors to start 
an AML patient on a risky and painful treatment when there is a chance that the patient 
will live longer without it. 
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The prognosis is a calculated guess of the likely outcome from leukemia and its 
treatment. The factors that affect the prognosis (lifespan, chance of recovery) and 
treatment options for AML [1] are the age and the medical history of the patient, the 
subtype of AML (FAB prognosis), the progress of the cancer, etc. Also, recent research 
shows that certain gene mutations can be associated with favorable or less favorable 
outcome [2, 3]. The later gives an idea that gene analysis can be of great use when 
determining the patient prognosis, i.e. his/her life expectancy. The gene expression 
frequency is an approximate measure for the number of proteins that are produced from 
a certain gene. Higher or lower gene expression can signal different behavior or state 
of the cell. Techniques for data analysis can extract useful biological information that 
will improve current diagnostic and prognostic methods. Gene expression frequency 
data can be coupled with survival information, and with the help of machine learning 
methods, the determination of the patient’s life expectancy can be modeled. 

In this paper, refined gene expression frequency data from AML patients, along with 
the lifespan and some other useful characteristics, were preprocessed and fed to SVM 
and Random Forest classifiers. The purpose was to build a model from the data and use 
it to make predictions of the patient’s lifespan, i.e. to predict the life expectancy. 

The rest of the paper is organized as follows – related work is given in the second 
section, followed by the proposed methods and materials in the third section. The 
results are discussed in the fourth section, and finally the conclusion, along with 
possible future work, is given in the fifth section. The references of the relevant 
literature are listed at the end. 

2 Related Work 

There is a lot of cancer related research based on gene expression data. It often focuses 
on the diagnosis of cancer and distinguishing normal cells from cancerous cell. 
Fortunately, there are a lot of articles focused on the prognosis, the treatment and the 
overall survival of cancer patients. There are medical trials and research of how certain 
gene expression signatures affect the overall survival [5,8] and how certain gene 
mutations affect the prognosis of AML [3,6,7, 10, 11]. 

In [5], supervised Principal Component Analysis (PCA) is used to identify probe 
sets which correlate with overall survival and define a prognostic score based on the 
specific gene signature. In [8], they applied the Significance Analysis of Microarrays 
(SAM) method for two-class and multiclass supervised analyses, which uses a modified 
t-test statistic (or F-test statistic for multiclass analysis), with sample-label permutations 
to evaluate statistical significance. 

The other articles are based on statistical analysis and their focus is to find which are 
the mutations of interest. Our results have confirmed the findings from these researches 
– that the presence of those specific gene mutations affects the life expectancy of the 
patient. 

Another related work is an article from Stanford University [9] which uses the exact 
same datasets that we use. The author commences the PCA algorithm to reduce the 
dimensionality, then a Kaplan-Meier survival estimator is used to create survival curves 
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for two groups of patients with significantly different survival ratings. While the 
survival curves give the general chance of survival after certain time, our model 
considers patient specific gene expression profile to determine the patient’s life 
expectancy in two or three categories. 

3 Methods and Materials 

There are a lot of tools and techniques for different kinds of analyses of gene expression 
frequency data. Most of them are based on descriptive statistics and other statistical 
evaluations. On the other hand, machine learning involves more complex models 
learned from the data. It has been gaining traction in computer science in general, but 
also in the field of bioinformatics. In this problem, the task involved classifying the 
patient data into classes which denote the lifespan since the diagnosis, hence predict the 
life expectancy. 

3.1 Data 

The gene expression frequency data used in this paper comes from the PRECOG 
collection established by researchers from the Stanford Center for Cancer Systems 
Biology. [4] They assembled, curated, and integrated cancer gene expression and 
clinical outcome data from the public domain into a new resource for PREdiction of 
Clinical Outcomes from Genomic profiles, hence the name PRECOG. All datasets in 
the PRECOG collection and their annotation tables, can be found at 
precog.stanford.edu. 

The datasets chosen for this paper come from medical trials with AML patients and 
are publicly available from the National Center for Biotechnology Information (NCBI), 
under the following accession numbers and titles:  

─ GSE12417: Prognostic gene signature for normal karyotype AML [5] 
─ GSE10358: Discovery and validation of expression data for the Genomics of Acute 

Myeloid Leukemia Program at Washington University [6] 
─ GSE14468: Gene expression profiling of CEBPA double and single mutant and 

CEBPA wild type AML [3,7] 

These datasets were integrated, filtered and pre-processed to obtain data ready for 
classification. Samples that had a value larger than 24 months (2 years) for the lifespan 
were removed. Those patients are not of interest for classification as it is easy to 
determine their prognosis by performing the standard check-ups and their treatment 
outcomes are very likely to be favorable and will almost definitely proceed with AML 
treatment. [12] 

The main datasets from the three medical trials have the same set of attributes, thus 
they were merged into one dataset, labeled as the 17K dataset. Furthermore, there is an 
additional GSE12417 dataset with only a subset of the attributes in the main datasets. 
Therefore, an all-encompassing dataset, labeled as the 6K dataset, was created by 
merging the additional GSE12417 dataset and the subset of attributes in the 17K dataset. 
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For the dataset with accession number GSE14468, there were additional data indicating 
the presence of some mutations that can be associated with favorable or less favorable 
outcome of an AML patient. Therefore, it was decided to have a separate enriched 
version of the GSE14468 dataset to check if it gives better results than the other 
datasets. The final counts of the datasets are given in Table 1. 

Table 1. Final counts of the datasets 

 Samples (patients) Attributes 
17K 277 17791 
6K 393 6666 

GSE14468 (enriched) 128 17801 

3.2 Class Distribution 

Since the goal is to predict the life expectancy by classifying samples, or patients, 
according to the lifespan, the class breakdown needed to be established. According to 
existing medical practices and research [1,12], it was beneficial and appropriate to 
divide the lifespan in the following two classes: 

─ (0,1]: lifespan, or life expectancy, up to one year, and 
─ (1,2]: lifespan, or life expectancy, up to two years. 

If a patient is classified in the (0,1] class, it would mean they are not expected to 
survive more than one year, they have an unfavorable prognosis, and it is probably 
better if they do not start cancer treatment. On the other hand, if a patient is classified 
in the (1,2] class, it would mean they have a favorable prognosis and it might be worth 
to start fighting the cancer with intense treatment. 

Numbers of samples in each class for each of the datasets are given in Table 2. In 
each of the datasets, the number of samples in the (0,1] class was roughly twice the 
number of samples in the (1,2] class. Such imbalanced datasets are not very promising 
for classification as classifiers may favor the majority class to achieve better accuracy. 
That implied that some sampling methods should be applied before classification to 
balance the imbalanced datasets [13]. 

Table 2. Two class distribution 

 (0,1] (1,2] 
17K 183 94 
6K 279 114 

GSE14468 (enriched) 90 38 

Another reasonable solution for the imbalanced issue was to split the (0,1] class and 
further divide the samples, meaning that multiclass classification will be performed. 
The three classes were: 

─ (0,6]: lifespan up to six months, 

20

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



─ (6,12]: lifespan up to a year, and 
─ (12,24]: lifespan up to two years. 

The counts for these three classes were very well balanced, as shown in Table 3. 

Table 3. Three class distribution 

 (0,6] (6,12] (12,24] 
17K 94 89 94 
6K 149 130 114 

GSE14468 
(enriched) 47 43 38 

Since the implementations of Support Vector Machines (SVM) and Random Forest 
(see 3.5) support both binary and multiclass classification, it was decided to work with 
both classifications, the two-class and the three-class classification. 

3.3 Data Preprocessing 

The Synthetic Minority Oversampling TEchnique (SMOTE) was used for correcting 
the imbalanced datasets, since it is a powerful and widely used method. After applying 
SMOTE to our two-class datasets, the counts of samples were as given in Table 4. 

Table 4. Balanced two class distribution 

 (0,1] (1,2] 
17K 183 188 
6K 279 228 

GSE14468 (enriched) 90 76 

At this point all datasets, both two-class and three-class, were well balanced. The 
next step was data normalization. In distance-based classification, such as SVM, 
normalization of the data is very important. Decision trees, however, do not need the 
data to be normalized because it does not affect their performance in any way. Thus, 
the datasets remained as is for the Random Forest classifier. 

3.4 Data Classification 

Popular classification algorithms are Support Vector Machines (SVM), Random Forest 
Decision Trees, Naïve Bayes, k-Nearest Neighbors, Neural Networks, and others. For 
this paper SVM with radial basis kernel and Random Forest Decision Trees were 
chosen, since both perform well with large feature sets (gene expression data) and have 
good training time. The SVM parameters which were adjusted to minimize the error 
were C and gamma from the radial basis kernel function. The Random Forest had two 
parameters that were adjusted to achieve the best results: the number of iterations the 
algorithm was going to run and the maximum depth of the trees. 
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3.5 Used Tools 

Data manipulation and data normalization were done using the R programming 
language, its IDE – RStudio and some of its libraries. For the SMOTE algorithm and 
the classifiers, LibSVM and Random Forest, the Waikato Environment for Knowledge 
Analysis (WEKA) [14] was used. 

4 Results and Discussion 

For evaluation of our models 5-fold cross-validation was chosen since it was expected 
to give a good estimate of the performance and it has good execution time. The 
following evaluation metrics were considered: accuracy, precision, recall, confusion 
matrix and ROC curve. Average from the 5 cross validations was taken for each of the 
evaluation metrics. The One-Against-All strategy was used for reducing the problem 
of the three-class classification to binary classification problems. 

4.1 SVM Results 

SVM was run on the two-class and three-class datasets with prior normalization of the 
data. The parameters C and gamma for the radial basis function were adjusted to 
achieve better results. The values that showed the best performance were C=1000 and 
gamma=0.0001. The evaluation metrics for the SVM classifier with these parameters 
are given in the following tables: Table 5 shows the evaluation metrics for the two-class 
datasets, and Table 6 shows the evaluation metrics for the three-class datasets obtained 
with the One-Against-All strategy. 

Table 5. SVM’s performance on the two-class datasets. 

SVM – 2 classes Accuracy Precision Recall Confusion Matrix ROC 
area 

17K 86.8 % 0.877 0.868 
 (0,1] (1,2] 

0.867 (0,1] 144 39 
(1,2] 10 178 

6K 82.6 % 0.833 0.826 
 (0,1] (1,2] 

0.831 (0,1] 220 59 
(1,2] 29 199 

GSE14468 
(enriched) 92.2 % 0.925 0.922 

 (0,1] (1,2] 
0.925 (0,1] 80 10 

(1,2] 3 73 
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Table 6. SVM’s performance on the three-class datasets. 

SVM – 3 
classes 
(OAA) 

Accuracy Precision Recall Confusion Matrix ROC 
area 

17K 42.6 % 0.425 0.426 

 (0,6] (6,12] (12,24] 

0.570 (0,6] 48 31 15 
(6,12] 31 27 31 

(12,24] 21 30 43 

6K 45.8 % 0.452 0.458 

 (0,6] (6,12] (12,24] 

0.590 (0,6] 88 36 25 
(6,12] 48 44 38 

(12,24] 35 31 48 

GSE14468 
(enriched) 46.1 % 0.452 0.461 

 (0,6] (6,12] (12,24] 

0.592 (0,6] 27 12 8 
(6,12] 21 12 10 

(12,24] 8 10 20 

4.2 Random Forest Results 

Random Forest was run on the two-class and three-class datasets without prior 
normalization of the data. The best results were achieved by having the algorithm run 
for 100 iterations and with an unlimited depth of the trees. The evaluation metrics for 
Random Forest with these parameters are given in the following Tables: Table 7 shows 
the evaluation metrics for the two-class datasets, and Table 8 shows the evaluation 
metrics for the three-class datasets obtained with the One-Against-All strategy. 

Table 7. Random Forest’s performance on the two-class datasets. 

RF – 2 classes Accuracy Precision Recall Confusion Matrix ROC 
area 

17K 82.7 % 0.834 0.827 
 (0,1] (1,2] 

0.906 (0,1] 138 45 
(1,2] 19 169 

6K 82.1 % 0.821 0.821 
 (0,1] (1,2] 

0.903 (0,1] 242 37 
(1,2] 54 174 

GSE14468 
(enriched) 85 % 0.849 0.849 

 (0,1] (1,2] 
0.918 (0,1] 79 11 

(1,2] 14 62 
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Table 8. Random Forest’s performance on the three-class datasets. 

RF – 3 
classes 
(OAA) 

Accuracy Precision Recall Confusion Matrix ROC 
area 

17K 45.7% 0.454 0.457 

 (0,6] (6,12] (12,24] 

0.625 (0,6] 50 26 19 
(6,12] 29 31 29 

(12,24] 27 21 46 

6K 38.7 % 0.368 0.387 

 (0,6] (6,12] (12,24] 

0.590 (0,6] 84 37 28 
(6,12] 75 22 33 

(12,24] 39 29 46 

GSE14468 
(enriched) 43.8 % 0.447 0.438 

 (0,6] (6,12] (12,24] 

0.608 (0,6] 28 14 5 
(6,12] 22 15 6 

(12,24] 10 15 13 

4.3 Discussion  

The results for the two-class datasets were much better than the results for the three-
class datasets. Knowing that the (0,1] class in the two-class datasets is the union of (0,6] 
and (6,12] in the three-class datasets, we decided to look at the confusion matrices of 
the three-class datasets to see how well the samples are classified in these (0,6] and 
(6,12] classes. It was obvious that the classifiers struggled to separate these classes, 
meaning that it cannot be successfully predicted if the patient has six months or up to a 
year to live. However, as the results from the two-class datasets show, it can be 
successfully predicted if the patient has one year or more than one year to live. 
According to the medical literature [1, 12], there is a big difference in handling AML 
patients when their life expectancy is 0-1 year or 1-2 years. 

Furthermore, by comparing the performance of SVM against Random Forest, it was 
determined that SVM achieved slightly better accuracy, while Random Forest 
constructed a model with slightly better ROC. Overall, both classifiers performed great 
with the two-class datasets. They produced well-trained models that can be used to 
classify future patients, thus, predicting if they have up to one year to live, or more. 

Another matter worth mentioning is that the GSE14468 enriched dataset showed the 
best results even though it had the least number of samples. That leads to the conclusion 
that the additional attributes, the indicators of certain gene mutations, are affecting the 
life expectancy of the AML patients. 

5 Conclusion and Future Work 

AML is a fast-progressing cancer and if not treated immediately, the repercussions can 
be fatal in few weeks or months. Unfortunately, the treatment itself poses a lot of risks 
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and many of the deaths are due to complications during treatment. It is a difficult 
decision for doctors to start an AML patient on risky and painful treatment when there 
is a chance that the patient will live longer without it. Calculating the prognosis and 
predicting the life expectancy is crucial. 

Since gene expression frequency data give significant information about the state of 
a cell and the processes that are happening within, novel machine learning 
methodologies were proposed to analyze gene expression data from AML patients with 
respect to the patients’ lifespan data. Support Vector Machines (SVM) and Random 
Forest decision trees were employed to perform two-class (binary) and multiclass 
classification on the previously refined datasets. 

This paper proposed predicting life expectancy of Acute Myeloid Leukemia (AML) 
patients by classification in two or three classes. SVM and Random Forest showed very 
similar performance in all tasks. From the three-class classification, it was concluded 
that patients that lived up to 6 months cannot be successfully differentiated from 
patients that lived more than 6 months and up to a year. On the other hand, the two-
class classification showed excellent performance in identifying patients that lived up 
to one year and patients that lived up to two years. Best to our knowledge, the proposed 
models show best performance for this task so far and can be successfully used to 
classify future patients, meaning it can help doctors determine the prognosis and predict 
the life expectancy of AML patients. 

The dataset that was enriched with gene mutation indicators showed the best results, 
because some gene mutations can be associated with favorable or less favorable 
outcome of an AML patient. This can be further researched to improve the current 
model. Collaboration with doctors and experts in the field can be very beneficial. 
Having a better insight can help filter the most significant attributes. Also, including 
more data from medical research will allow training better models. 
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Abstract. In this paper we will try to present one aspect of energy consumption 
caused by equipment for cryptocurrency mining. We will first address problems 
concerning increscent number of nonlinear loads leading to the fact that the active 
power no longer represents the main part of total power delivered to customer. 
Since the distributors do not measure the other components of power, they tend 
to have high level of losses. We will stress in this paper losses produced by power 
supply unit in the mining ring, since nowadays one of the greatest nonlinear 
consumers is equipment for cryptocurrency mining. Special attention will be paid 
to quantities of active, reactive and distortion power.  

Keywords: Harmonics ·  Power Meters ·  Utility Losses ·  Cryptocurrency Mining. 

1 Introduction 

The last few decades enhanced our lives with plentiful of smart electronic appliances 
that make life comfortable. Simultaneously, the electronic control systems became 
inevitable parts of equipment for industrial production. Most of electronic gadgets and 
apparatus require DC supply. Therefore, AC to DC converters have become the most 
numerous loads at power grid. Unfortunately, their nonlinear nature generates 
harmonics in the power network causing numerous unwanted problems [1], [2], [3]. 
One of the most important problems is utility losses. The measured data confirming the 
level of these losses caused by harmonics is given in [4], [5]. 

The permanent growth of the number and types of nonlinear loads aggravates the 
problems caused by harmonics. That enforced almost every country to introduce its 
own standard that restricts the allowed amount of each harmonic. Two widely known 
standards in this area are the IEEE 519-1992 and IEC 61000 series [1], [3]. The standard 
IEC/EN61000-3-2 entered into force in the European Union. It specifies the limits for 
the allowed nonlinear distortion of the input current up to the fortieth harmonic. The 
standard is applied to the distortion produced by electronic and electrical appliances in 
households. This includes loads up to 16A per phase supplied with voltage up to 415 
V. Both standards regulate limits for the harmonics pollution but do not specify what 
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happens if a customer exceeds them. There are two possibilities: the first suggests that 
the utility could disconnect that customer but that is stressful and not profitable solution. 
The better way and the most effective tactic is to charge the harmonics producers a 
penalty tax if they exceed limits of harmonics pollution. The penalty tax should be 
proportional to the pollution levels. But, this can be possible only in the case when we 
have precise method for identification of the harmonics producers. The overview of 
these solutions can be found in [6]. 

Lately, one of the greatest nonlinear consumers is equipment for cryptocurrency 
mining. Blockchain technology and its most popular cryptocurrency, Bitcoin, have 
been called of one of the most intriguing issues of nowadays, having almost equal 
importance as the internet. There are presumptions and hopes that cryptocurrencies will 
change the world, for the better, of course. But, there is a dark side of this story. 
According to the Bitcoin energy consumption index, the digital currency already 
consumes 0.15% of the world’s energy, and far exceeds the electricity consumption of 
Ireland or of most African nations [7]. Or, to get better insight, it costs 29 times as much 
energy to produce Bitcoins last year as it did to power all the Tesla cars driving today 
[8].  

The reason Bitcoin mining consumes so much energy is because in order to produce 
each new Bitcoin, solving a complex mathematical puzzle is required, and it takes 
cryptographic process performed by high-powered computers. The mining 
computations serve to verify Bitcoin transactions on a digital ledger known as the 
blockchain, and the greatest advantage is because it ensures security. But, again, this 
process is extremely energy intensive, and in order to put the energy consumed by the 
Bitcoin network into perspective we can compare it to another payment system like 
VISA for example. Considering the numbers [9], we can conclude that Bitcoin is 
extremely more energy intensive per transaction than VISA, because Bitcoin 
transaction requires several thousands of times more energy. These problems do not 
refer only to energy price, it should be about the environment, too. 

In this paper we will try to give one aspect of energy consumption caused by 
equipment for cryptocurrency mining. Namely, we will refer to power consumption of 
power supply unit in the mining ring. Special attention will be paid to quantities of 
active, reactive and distortion power.  

2 The Definitions of the Fundamental Quantities 

Traditional power system characterization quantities such as RMS values of current and 
voltage, power (active, reactive, apparent) are defined for ideal sinusoidal conditions. 
However, in the presence of nonlinear loads, these definitions need correction. The 
instantaneous values of a quantity rich with harmonics (voltage or current) can be 
express as: 

 ( ) ( )
=

+=
M

h
tXtx hhh

1
sin , (1) 
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where h is the number of the harmonic, M denotes the highest harmonic, while Xh, ωh 
and αh, represent amplitude, frequency and phase angle of the h-th harmonic. The RMS 
value of the signal expressed by (1) is defined as: 

 
=

=
M

h
XX

1

2
RMShRMS , (2) 

where XRMSh is the RMS values of the h-th harmonic.  
Product of the voltage and current having the same harmonic frequency gives the 

harmonic power. Total active power is defined as: 
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M
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where θh denotes phase angle between voltage and current. 
One could present the total active power as a sum of the fundamental and other 

harmonic powers: 

 H1 PPP += , (4) 

where P1 denotes power of the fundamental component (h=1). Therefore, it is known 
as fundamental active power component. PH comprises sum of all higher components 
(h=2,…,M) and is referred to as harmonic active power. 

According to Budeanu [3], [10], [11] reactive power is defined as: 

 ( ) H1RMS
1

RMS θsin QQIVQ h

M

h
hh

+==
=

, (5) 

where, similarly to (4), Q1 and QH denote fundamental reactive power and harmonic 
reactive power, respectively. 

Many scientists claim that the Budeanu’s definition is not correct and cannot be used 
for calculating reactive power. According to one of the authors of IEEE1459-2010 
standard, professor Emanuel [12], [13], “even today this definition occupies a 
significant number of pages on The IEEE Standard Dictionary. Its past acceptance and 
popularity among engineers and top scientists is hard to dispute. Modern textbooks 
written by highly respected researchers are presenting Budeanu’s resolution of apparent 
power as the right canonical expression”. More about calculating reactive power can 
be found in [12]. 

It is well known that the apparent power is a product of RMS values of voltage and 
current. In presence of harmonics, the apparent power is calculated as: 
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3 Method for elimination losses caused by nonlinear loads 
at power grid 

With applying  nonlinear loads to power lines the active energy no longer represents 
the main part of total energy delivered to customer. Therefore, if distributors do not 
measure the other components of energy they will have a high level of losses. The 
leading Italy’s power distributor ENEL was one of the first that correlated losses with 
the nonlinear loads. In order to address the problem they suggested a change in the 
billing politics. They proposed measurement of reactive energy as additional quantity 
and have decided to replace more than 20 million household energy meters with 
upgraded electronic power meters capable to measure both active and reactive energy. 
Installations of these power meters have started in 2001 and until now they replaced 
99% in Italy [14]. In this way the losses are lower but not fully eliminated.  

The common status of power grid in Serbia is that utility registers only active energy 
using electromechanical power meters. Currently utility spends a lot of money to 
replace the old meters with contemporary electronic meters. Unfortunately, the new 
equipment is able to register only active and reactive power with possibilities to 
measure RMS values of voltage/current, the power factor, maximal load and apparent 
power on request.  

The part of the power, distortion power, caused by harmonics is practically delivered 
to the customers but is not visible at the side of power distributor. Namely, when one 
calculates active, reactive, and apparent powers according to (4), (5), and (6), 
respectively, he gets for sine-wave condition as a well known relation: 

 
222 QPS += . (7) 

However, in the presence of harmonics, this equation turns to inequality: 

 
222 QPS + . (8) 

Budeanu noticed this as early as 1927. He introduced the term distortion power and 
revised the equation for apparent power: 

 
2222 DQPS ++=  (9) 

where D denotes distortion power. The revision states that in the absence of harmonics, 
D=0 and S2=P2+Q2. Obviously, this definition represents special case of (9). With 
known values of S, P and Q one can find the distortion power as: 

 
222 QPSD −−=

. (10) 

Equation (10) is appropriate for implementation within solid state power meters. In 
order to meet regulative electronic meters already provide P, Q, and often S, as well. 
However, if an electronic power meter does not provide information about apparent 
power, it is possible to upgrade the feature using (6) within its DSP block. Therefore, 
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one can easily implement (10) to calculate the distortion power. The implementation 
requires small modification of software or DSP. Thereafter, the utility is able to take 
into account D and to introduce it in a new billing policy. This arms the utility with the 
possibility to charge all components of delivered power and to eliminate the losses that 
exist at the system.  

Direct application of (10) for the billing requires certain corrections. Namely, the 
existing power quality standards define the allowed value for each harmonic. The two 
best known standards in this area are the IEEE 519-1995 and IEC/EN61000-3-2. 
Therefore, the utility should not charge the distortion energy caused by harmonics 
amounts less than the limits allowed by standard. So it makes sense to define the 
threshold value for D which will be deducted from measured value using (10). This 
value presents the acceptable amount of distortion. It is quite appropriate to relate it in 
terms of the apparent power. One way is to define the threshold value Dt as: 

 SDt =  (11) 

where γ denotes a constant which should be defined (by a standard or the utility). 
Authors of this paper analyzed the allowed limit for each harmonic of current and 

voltage defined by the IEEE 519-1995 standard and therefore suggest that correction 
factor γ should be equal to maximum allowed amount of THDI. Notice that the value of 
THDI that is used as correction factor is not the measured value. According to IEEE 
519-1995 the allowed value of THDI is 10% in case where ISC/IL <20 (ISC is the 
maximum short circuit current at PCC while IL is maximum current of fundamental 
harmonic measured in 15- or 30-minute interval at PCC). This is important because the 
measured value THDI can be significant and reach up to 90%. 

In this way only customers that over-cross the threshold, will be charged for 
additional consumed power, Dp: 

 tp DDD −=  (12) 

where D denotes measured distortion power. Therefore, the customer will not be 
penalized for using loads with allowed limit of harmonic defined by IEEE 519-
1995standard. 

The standard IEC 61000-3-2 cannot be used for correction factor calculation because 
it applies different philosophy to define the allowed amount of harmonic. Namely IEEE 
519-1995 limits harmonics primarily at the service entrance (PCC) while IEC 61000-
3-2 is applied at the terminals of end-user equipment. Therefore, IEEE 519-1995 
defines maximal allowed value of each harmonic (as percentage of fundamental 
current) in order to prevent interactions between neighboring customers within the 
power system. However, the intention of IEC limits is to reduce harmonic pollution in 
an industrial plant. Moreover IEC 61000-3-2 defines four classes of equipment (Class 
A, B, C, D), by assigning different limits for harmonics in each class. These limits are 
given as maximum allowed harmonic current for classes A, B and D, or as percent of 
fundamental current for classes C. 
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The next section will demonstrate the suggested methodology on real examples. 
These results are obtained by using industrial standard power meter manufactured by 
EWG [15]. 

4 Measured Results 

The main advantage of the suggested billing method is its applicability. Namely, most 
of contemporary power meters at the market can be enhanced with the option to 
calculate distortion power according to (10). In our case we use the meter produced by 
“EWG” [15]. It is based on standard integrated circuit 71M6533 [16]. The power meter 
completely fulfils IEC 62053-22 standard [17]. The only additional effort was to gather 
data provided by the meter and to acquire them using a PC.  

Figure 1 illustrates the implemented set-up. It consists of the meter, the load and PC. 
The meter sends the measured data through its optical port. PC receives them on RS232 
port. Dedicated software processes data and forwards them to Matlab script that 
calculates the distortion power. 

 

 
Fig. 1. Set-up circuit for distortion power measurement 

The two main components of mining rings are graphics card and power supply unit. 
There exist many different manufactures of graphics processing unit (GPU) in the 
market. However, the most popular are AMD and NVIDIA GPU, so in the most 
graphics cards used for mining we can find one of these two GPUs. 

We should note that graphics cards and GPUs are not manufactured by the same 
company. Namely, we have a lot of different manufacturers of graphical cards that use 
same AMD or NVIDIA GPU unit. Consequently, the cards manufactured by different 
manufacturers don't have the same characteristics, such as power consumption and hash 
rate. According to mining experts the most profitable GPUs in 2018 are RX580 from 
AMD and GTX1070 from NVIDIA.  

The second important thing in mining ring is power supply unit. This unit must have 
high efficiency in order to reduce power consumption, and consequently mining costs. 
Thus, in the most of mining rings there is a PSU unit with efficiency more than 80% 
(bronze, silver, gold, platinum and titan design). As it can be seen from the Table 1, 
PSUs with the same design have different efficiency when loaded differently. For 
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example, 80 PLUS Gold PSU supplied by 230V has 88% efficiency when load rate is 
20%, but it has 92% efficiency when load rate is 50% [18].  

Table 1. Required efficiency depending on % of rated load 

 115V Internal Non-
Redundant 

230V Internal Redundant 

%Rated Loads 20% 50% 100% 10% 20% 50% 100% 
80 PLUS 80% 80% 80% N/A 
80 PLUS Bronze 82% 85% 82% - 81% 85% 81% 
80 PLUS Silver 58% 88% 85% - 85% 89% 85% 
80 PLUS Gold 57% 90% 87% - 88% 92% 88% 
80 PLUS Platinum 90% 92% 89% - 90% 94% 91% 
80 PLUS Titanium 92% 94% 91% 90% 94% 96% 91% 

 
In this paper we present results of measured powers (active, reactive, distortion and 

apparent power) for two PSUs and effects of these quantities to the utility losses.  
The mining ring that was used as a device-under-test consists of: PSU Cooler Master 

750W bronze design, Sesonic Focus PSU 850W gold design, 6 Gigabyte GTX1070 
graphics cards (3 cards are with one single fan, and other 3are with three fans). The 
Sesonic Focus PSU supplies graphics cards with three fans, while Cooler Master PSU 
supplies the other three graphics cards, motherboard and SSD hard disc. 

 In Fig. 2 we show power consumption of Cooler Master PSU for different load rates. 
The measurement started when only one graphics card was mining (phase 1), then the 
second and the third cards were turned on (phase 2 and 3). As it can be seen from Fig. 
2 when all three cards work together, the active power is about 400W while reactive 
and distortion power are about 75VAR. This means that about 18% of active power 
would not be registered on the network. Consequently, this would lead to utility losses.  

In the next several phases we started turning cards off, one by one, so at the end 
(phase 8) only PSU and some components of mining rings (motherboard, processor and 
SSD hard disc) consumed power. In this phase, active power is 100W, reactive 50VAR, 
while distortion power is almost zero. 
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Fig. 2. Measurement results for Cooler Master PSU 

Figure 3 presents measurements results for Sesonic PSU and the other three cards. 
The obtained results show that this supply is much better for utility side because the 
value of distortion power is small in all load rates. Its value is about 50VAR when all 
three cards work. This means that about 10% of active power would not be registered 
on the network. Also, this would lead to utility losses.  

 

 
Fig. 3. Measurement results for Sesonic Focus 850 PSU 

Figure 4 presents obtained measured results for all mining rings. At the beginning, 
we turned three cards one by one. After that we turned off two cards and then started to 
turn on card by card. In situation when all six cards were working the active power was 
820W, reactive power was 180VAR while distortion power was about 150VAR. This 
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means that about 18% of active power would not be registered on the network. At the 
end we turned off 3 cards at the same time.  

The obtained measured results show that PSUs that are used in mining rings are very 
efficient. These measurements confirmed results shown in the Table 1.  

Comparing these measured results with results presented in [5], we notice that these 
PSUs generate significantly smaller number of harmonics, but this amount is still not 
negligible. The number of harmonics reflects to the distortion power value. This is the 
power that is delivered to the customer, but not registered due to inadequate 
measurement equipment and not billed due to inadequate billing policy. Based on the 
results obtained in this paper, the utility would have losses of about 10-18% of delivered 
active power, depending on the PSU used and load rates.  
 

 
Fig. 4. Measurement results for the whole mining ring  

5 Conclusion 

The obtained measured results show that PSUs used in mining rings are very efficient 
and they generate small number of harmonics. However, utility losses due to inadequate 
measurement equipment and billing policy are still significant. Namely, these values in 
our case reach up to 18% due to not registered distortion power. Moreover, the reactive 
power is also not registered almost everywhere in the world for the resident customers. 
Taking into account these values, overall losses can reach up to 45%. We should notice 
that these quantities are measured for branded PSUs, so in our future work we will 
focus on PSUs produced by other manufacturers. Also, we will give harmonic 
footprints for these PSUs. Based on these values, utilities will have information which 
harmonics are dominant on power supply network. So, they can plan how to reduce 
mitigation of harmonics through the network by implementation of some active 
harmonic filter at the point of common coupling (PCC). 
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Abstract. The first step of text mining is finding similar words or words with the 
same meaning. This is important for the extraction of the primary meaning of the 
text. There are a few different approaches in which this can be done. Some of 
them use dictionaries, others use stemming algorithms, some are statistically 
based etc. The different methods have their advantages and disadvantages and 
generally the choice of a method depends on the problem that we want to solve. 
The statistical methods, are usually used for languages where the production of 
dictionary or stemming rules are difficult. These methods are also independent 
from typing errors and the words which do not exist in the languages such as 
names or some dialects. One of the best known statistical method is n-gram 
similarity. In this paper we will give a new measure for similarity of words based 
on their n-gram similarities. We will explain in which case it is good to use this 
method and this approach for finding word similarity, what are the advantages of 
this method and how the new measures improve it. We will give comparison of 
the new measure with the existing ones and describe the improvement of the new 
measure. 

Keywords: Syntactical similarity ·  Similarity measures ·  Word similarity ·  n-
gram · Text mining. 

1 Introduction 

With the fast evolution of the Internet, the text mining becomes more important. 
Thousands of texts are available and the need for their filtering and clustering is 
becoming greater. One of the first steps of text mining is word clustering or finding the 
similar words, stemming or lemmatization. There are more methods for doing this and 
generally they are divided into the following four categories [1] Truncating Methods 
called Affix Removal (whose representatives are Lovin [2], Poter [3], Paice/Husk [4], 
Dawson [5]), Statistical Methods (N-Gram, HMM[6], YASS[7]), Mixed (Krovetz[8], 
Corpus based[9], Context sensitive [10]) and Dictionary based (WordNet, Multex).  

The methods from the first category are using rules for determining the stem of the 
word. These rules they considered to remove suffixes and prefixes in order to find the 
stem of the word. Two words are similar if they have the same stem. The statistical 
methods are based on statistical similarity between the characters in the words or 
substrings. They split the words on substrings of one or more characters and use some 
measures to find similarity between the words. The methods which are combination of 
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affix removal and statistical methods are called mixed. They use a combination of these 
two approaches to find similar words. The similarity between two words can also be 
found by using a lexical database. They often include conceptual-semantic and lexical 
relations of the words and thesaurus that group’s words together based on their 
meanings. The Truncating and Dictionary based methods depend on the languages and 
we must have a deep knowledge of the language structure in order to make rules or 
dictionary. Furthermore, the languages are changeable which means that we must 
update our rules and dictionaries. Constant update of the rules and dictionaries and the 
number of rules and words that we must have to cover the languages completely are the 
biggest disadvantages of these methods. Because of its robustness and easy adaptability 
to other languages we choose N-gram method. This statistically based method does not 
require previous data preparation or major knowledge about the language in which we 
are searching for similar words. Unlike other methods which require creation of rules 
or dictionaries, this method only requires little knowledge of the language and, even 
that is not necessary. This method works in such a way that at first it splits the words 
on sub stings on one, two or more characters. They are called n-grams of words. The 
similarity between two words is computed by some function that measures similar n-
gram from those words. A larger number of similar n-grams means greater similarity 
between words. In this paper we will focus on measure that are used to calculate the 
similarity between two words in the Macedonian language. 

2 Background / Related work 

There are some known measures for finding n-gram similarity. The most used 
measures are dice [10], jaccard [11], longest common subsequence [12][13], 
levenshtein distance [14], xdice and xxdice [15]. All measures give similarity value 
between 0 and 1, where 0 means total dissimilarity and 1 means the same words. The 
measures are defined as: 

Dice. Method counts the number of shared character bigrams. 𝑑𝑖𝑐𝑒 = 2 ∗ |𝑋 ∩ 𝑌||𝑋| + |𝑌|  

     Where X and Y are multiset of bigrams of the two words. 
Jaccard (jcd). This similarity is computed by dividing the common bigrams of two 

words and the sum of all distinct bigrams in words. Simply put, it is the intersection of 
the multiset of word bigrams divided by the union of multiset of word bigrams. 𝑗𝑎𝑐𝑐𝑎𝑟𝑑 = |𝑋 ∩ 𝑌||𝑋 ∪ 𝑌| 

 
Longest common subsequence (lcs) similarity is defined as the longest common 

subsequence between two sequences (words, bigrams sequence, etc.). If we have 
sequence a with length n and sequence b with length m then the lcs is, 𝑙𝑐𝑠(𝑖, 𝑗) =  { 0, 𝑖 = 0 𝑜𝑟 𝑗 = 0𝑙𝑐𝑠(𝑖 − 1, 𝑗 − 1) + 1, 𝑖𝑓 𝑎𝑖 = 𝑏𝑗 max{𝑙𝑐𝑠(𝑖 − 1, 𝑗), 𝑙𝑐𝑠(𝑖, 𝑗 − 1)} , 𝑖𝑓 𝑎𝑖 ≠ 𝑏𝑗 ,for i=1..n, j=1..m 
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 𝑙𝑐𝑠(𝑎, 𝑏) = 2 ∗ 𝑙𝑐𝑠(𝑛,𝑚)𝑛 +𝑚  

 
Levenshtein distance (ldn), also called edit distance, is the number of deletions, 

insertions, or substitutions required to transform string a to string b. It measures the 
amount of difference between two sequences. If we have strings a and b with a length 
n and m respectively then 

𝑙𝑑𝑛(𝑖, 𝑗) =  𝑚𝑖𝑛{  
  𝑙𝑑𝑛(𝑖 − 1, 𝑗) + 1𝑙𝑑𝑛(𝑖, 𝑗 − 1) + 1 𝑙𝑑𝑛(i − 1, j − 1) + 1, 𝑖𝑓 𝑎𝑖 ≠ 𝑏𝑗 𝑙𝑑𝑛(i − 1, j − 1), 𝑖𝑓 𝑎𝑖 = 𝑏𝑗 ,for i=1..n, j=1..m 

𝑙𝑑𝑛(𝑎, 𝑏) = 1 − 2 ∗ 𝑙𝑑𝑛(𝑛,𝑚)𝑛 + 𝑚  

xdice. A variant of dice which allows “extended bigrams”. Extended bigrams are 
created by deleting the middle letter from a three letter substring of the word. This 
measure is calculated as 𝑥𝑑𝑖𝑐𝑒 = 2 ∗ |𝐸𝐵(𝑎) ∩ 𝐸𝐵(𝑏)||𝐸𝐵(𝑎)| + |𝐸𝐵(𝑏)|  

Where the EB(a) is the multiset of extended bigrams of the word a and the EB(b) is 
multiset of extended bigrams of the word b. 

 
xxdice. This measure is using string positions and extended bigrams. Similarity 

between words a and b is calculated as 𝑥𝑥𝑑𝑖𝑐𝑒 = 21 + (𝑝𝑜𝑠(𝑥) − 𝑝𝑜𝑠(𝑦))2 
Where x and y are extended bigrams from the words a and b and pos(x) and pos(y) 

are position of the x and y in the words a and b. 
 
In the table 1 are shown similarities values for all measures for given strings. 
 

Table 1 Similarities values for the measures 

word a word b similarity dice jcd lcs ldn xdice xxdice 
провоцираат прават 0 0.526 0.357 0.538 0.538 0.353 0.221 
најкнижевна книжевното 1 0.522 0.353 0.692 0.538 0.476 0.052 

 
All those measures, except the xxdice, don’t consider the position of the bigrams in 

the word. 
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3 Proposed measure 

In order to avoid disadvantages of previous measures, we introduce new measure for 
computing word similarity based on words’ n-grams which include the consequent 
positions of the bigrams in the word. In this way we can remove the problem with the 
high word similarity between different words with many similar bigrams. Also 
successfully deals with words that have the same meaning but they have prefixes and/or 
suffixes. The measure consequent bigrams similarity (cbs) is defined as: 

 𝑐𝑏𝑠 =  𝑙𝑒𝑛(𝑙𝑜𝑛𝑔𝑒𝑠𝑡 𝑐𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑡 𝑏𝑖𝑔𝑟𝑎𝑚𝑠 𝑙𝑖𝑠𝑡)𝑚𝑎𝑥 (𝑙𝑒𝑛(𝑋), 𝑙𝑒𝑛(𝑌))  

Where X and Y are bigrams lists of the words, according to that len(X) and len(Y) 
are number of bigrams in the first and the second word, and the longest consequent 
bigram list is defined as the longest sequence of successive bigrams that occur in both 
words in the same order. 

For example let have those two words провоцираат and прават. Similarity between 
those words should be 0. First we create a bigrams  

0 1 2 3 4 5 6 7 8 9 10 11 
_п пр ро ов во оц ци ир ра аа ат т_ 

 
0 1 2 3 4 5 6 
_п пр ра ав ва ат т_ 

 
Then we find the similar bigrams and their position in the sequences. 

bigram _п пр ра ат т_ 
position in sequence 1 0 1 8 10 11 
position in sequence 2 0 1 2 5 6 

 
So there the longest consequent list of bigrams is 2. For the bigrams (_п, пр) and 

(ат, т_). The csb similarity is 2/12 = 0.167. 
Another example where the similarity should be 1 is for words најкнижевна and 

книжевното. 
 

0 1 2 3 4 5 6 7 8 9 10 11 
_н на ај јк кн ни иж же ев вн на а_ 

 
0 1 2 3 4 5 6 7 8 9 10 
_к кн ни иж же ев вн нo от то т_ 

 
Then we find the similar bigrams and their position in the sequences. 

bigram кн ни иж же ев вн 
position in sequence 1 4 5 6 7 8 9 
position in sequence 2 1 2 3 4 5 6 
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And the longest consequent list of bigrams is with length 6 so the cbs will be 6/12 = 
0.5. 

4 Experimental Results 

For the experiment we were using a 10000 pairs of random chosen words from 
Wikipedia articles on Macedonian language, where 5000 pairs have the words with the 
same lemma and they are considered as the same and they should have similarity 1, and 
the 5000 words pair are pairs of different words and they are considered as different 
and they should have similarity 0. On figure 1 are shown charts for accuracy of 
measures for different threshold. The accuracy for threshold t is calculated as sum of 
number of different words pairs with measure value lower then t and number of same 
words pairs with measure value higher or equal then t, divided by number of all pairs. 
It should be noted that in this case the smallest value they can have for accuracy is 0.5, 
because of nature of test set. You can see that the cbs, dice, jaccard, xdice and xxdice 
have a pretty similar curves and they reach their maximum value somewhere between 
0.25 and 0.4 for threshold value. On the other hand the largest common subsequence 
and the Levenshtein distance have similar curves and they reach their maximum value 
for 0.6 and 0.56 as threshold values (table 2). 
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Fig. 1 Charts for accuracy of measures for different thresholds (x-threshold, y-accuracy) 

Table 2 Maximum value for accuracy for given threshold 

 cbs dice jcd lcs ldn xdice xxdice 
threshold 0.32 0.38 0.26 0.6 0.56 0.32 0.26 

max accuracy 0.9901 0.9885 0.9882 0.9799 0.9839 0.9852 0.9548 
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Figure 2 Histograms for similarities distribution for cbs, dice and xxdice 

On figure 2 are shown the histograms for similarities of the two measures that have 
the best accuracy and that one with the worst. The similarities values distributions are 
very similar. For the negative examples we have accumulation at zero value and then 
as the threshold increases so the number of negative pairs drops. For the positive 
example, the most of the pairs have similarity value around 0.7 or 0.8. As the threshold 
value increases or decreases the number of instances or decreases. In fact, in order to 
have a good measure, the value of the threshold is not that important, but whether the 
gap that the measure can produce between the similarities values of the negative and 
the positive pairs. The smaller the intersection of the values of the similarities that these 
two sets have, the better the measure will be. The figure 3 show the number of wrong 
predicted pairs for different value for threshold. For csb measure for the threshold value 
of 0.32 the 48 negative pair have similarity value larger than this threshold, which 
means that they are marked as the same, and 49 positive pairs have similarity value 
smaller than the threshold, which means that they are marked as different. Also the 
similarity value is not that important. Actually the dice similarity will always produce 
higher values then csb, because the nature of the measure. The dice count just the 
similar bigrams and csb the subsequent ones. But, as we mention before the most 
important here is the gap that the measure can produce in similarity between the positive 
and negative examples. 
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Figure 3 Number of wrong predicted pairs (x-threshold, y-number of wrong predicted pairs) 

5 Conclusions and Future work 

This approach provides improvements, primarily because the subordination of bigrams 
is taken into account. This allows a significant elimination of words that, with other 
measures, gain great value as their similarity only because they are composed of the 
same bigrams. The position of the bigrams in words is important and this measure 
shows it. This measure gives good results in order of finding syntactically similar words 
and it has some improvement compared to other measures used for the same purpose. 
One of the major disadvantages is that it is badly misrepresented by misspelled words. 
If only one letter in the word is incorrectly written it causes two bigrams to be different 
and this interrupts the sequence of consecutive identical bigrams. In the future, a way 
should be found in to improve this and make the measure resistant to such mistakes. 
Also, we will compare our measure with other measures, but for different languages, 
because this measure should depend on the way the words are formed in the languages. 
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Abstract. Differential Evolution (DE) is one of the most popular evolutionary 
optimization technique on continuous domains based on simplicity, effectiveness 
and robustness. The weighting factor(F) and crossover constant(CR) allows the 
construction of a new trial element based on the current and mutant elements. 
The crossover constant controls which and how many components are mutated 
in each element of the current population. The work in the present paper aims to 
analyze the impact the weighting factor and the crossover constant, has on the 
behavior of DE. The influence of the crossover constant on the distribution of the 
number of mutated components and on the probability for a component to be 
taken from mutant vector (mutation probability) is analyzed for several variants 
of weighting factor and crossover factor, including classical binomial and 
exponential strategies. For each weighting and crossover variant the relationship 
between the crossover and mutation probability is identified and its impact on the 
choice and adaptation of control parameters is analyzed numerically and 
graphically. Ten different strategies (variations) of DE with penalty function 
approach are analyzed with various population sizes, crossover and weighting 
factors and applied to the problem of minimizing the cost of the active parts of 
the power objects. Constraints resulting from international specifications are 
taken into account. The Objective functions that are optimized are minimizations 
dependent on multiple input variables. All constraints are normalized and 
modeled as inequalities.  

Keywords: Optimization methods ·  Differential evolution ·  Weighting factor ·  
Crossover constant ·  Binomial crossover ·  Exponential crossover ·  Distribution 
transformer. 
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1 Introduction 

The Evolutionary Algorithms(EAs) have been successfully applied to solve 
optimization problems [1], [2], [8]. However, in their original versions, EAs lack a 
mechanism to deal with the constraints of a problem. The most popular approach is the 
use of penalty functions [1]. The aim of penalty functions is to decrease the fitness 
value of those infeasible individuals (which do not satisfy the constraints of the 
problem). DE shares similarities with traditional EAs. However it does not use binary 
encoding as a simple genetic algorithm [6], [7] and it does not use a probability density 
function to self-adapt its parameters as an Evolution Strategy [7]. Instead, DE performs 
mutation based on the distribution of the solutions in the current population. In this 
way, search directions and possible step-sizes depend on the location of the individuals 
selected to calculate the mutation values. The aim of this paper is to analyze both from 
a numerical and graphical point of view the influence the weighting factor and 
crossover variant have on the behavior of DE.  

A simple additive penalty function approach is used in order to convert the 
constrained problem into an unconstrained problem. Due to this conversion, the 
solution falling outside the feasible region is penalized and the solving process is guided 
to fall into the feasible solution space after a few generations. The method of penalty 
function approach is very sensitive when the penalty parameters are large. Penalty 
functions tend to be very sensitive near the boundary of the feasible domain and that 
result in a local optimal solution or an infeasible solution. It is always necessary to have 
careful selection of the penalty parameters for the proper convergence to a feasible 
optimal solution.  

2 Related work 

Other authors have proposed different approaches to solve constrained optimization 
problems with DE-based algorithms. A feasible region shrinking mechanism was 
proposed by Storn [6], [7]. B. V. Babu and M. Mathew Leenus Jehan in [8] have applied 
Differential Evolution with a Penalty Function Method and Weighting Factor Method 
for finding a Pareto optimum set for the different problems. DE is found to be robust 
and faster in optimization. DE managed to give the exact optimum value within less 
generations compared to a simple Genetic Algorithm.  

Mezura-Montes and Coello Coello in [10] present a Differential-Evolution based 
approach to solve constrained optimization problems. Three selection criteria based on 
feasibility are used to deal with the constraints of the problem and also a diversity 
mechanism is added to maintain infeasible solutions located in promising areas of the 
search space. The conventional DE algorithm highly depends on the chosen trial vector 
generation strategy and associated parameter values used. DE researchers have 
suggested many empirical guides for choosing trial vector generation.  

Storn and Price [7] suggested that a reasonable value for NP should be between 5D 
and 10D, and a good initial choice of F was 0.5. The effective range of F values was 
suggested between 0.4 and 1. The first reasonable attempt of choosing CR value can be 
0.1. However, because the large CR value can speed up convergence, the value of 0.9 
for CR may also be a good initial choice if the problem is near unimodal or fast 
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convergence is desired. Moreover, if the population converges prematurely, either F or 
NP can be increased. 

Recently, Rönkkönen in [12] suggested using F values between [0.4,0.95] with 0.9 
being a good initial choice. The CR values should lie in [0,0.2] when the function is 
separable while in [0.9,1] when the function’s parameters are dependent. However, 
when solving a real engineering problem, the characteristics of the problem are usually 
unknown. Hence, it is difficult to choose the appropriate CR value in advance. 

Zaharie proposed a parameter adaptation for DE (ADE) based on the idea of 
controlling the population diversity, and created a multi-population approach [13]. 
Following the same ideas, Zaharie and Petcu designed an adaptive Pareto DE algorithm 
for multi-objective optimization and analyzed its parallel version.  

The researchers have developed some techniques to avoid manual tuning of the 
control parameters. For example,  linearly reduced the scaling factor F with increasing 
generation count from a maximum to a minimum value, or randomly varied F in the 
range (0.5,1). They also have employed a uniform distribution between 0.5 and 1.5 
(with a mean value of 1) to obtain a new hybrid DE variant. 

The researchers have developed some techniques to avoid manual tuning of the 
control parameters. For example, Das et al. [18] linearly reduced the scaling factor F 
with increasing generation count from a maximum to a minimum value, or randomly 
varied F in the range (0.5,1). They also have employed a uniform distribution between 
0.5 and 1.5 (with a mean value of 1) to obtain a new hybrid DE variant [19]. 

3 The Differential Evolution (DE) algorithm  

Differential Evolution (DE) algorithm is a population-based stochastic method for 
global optimization developed by Rainer Storn and Kenneth Price [6], [7] for 
optimization problems over continuous domains.  

The original version of DE with constituents can be defined as follows ([8], [11]):  

• The population 

The current population, denoted by Px,g, is composed ofindividual encoded 
candidates xi,g. 

 
( )
( )

,g i ,g max

i ,g j ,i ,g

P , i 0,1,.....,NP, g 0,1,.....,g

x , j 0,1,.....,D 1.

= = =

= = −

x x

x
 (1) 

where NP is the number of population vectors, g defines the generation counter, and D 
the number of parameters. The generating a new candidate in the differential algorithm 
by adding and subtracting vectors is shown in Fig. 1. 
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Fig. 1. Generate a new candidate in the differential evolution by adding and subtracting vectors 

• The initialization of the population through 

 ) ( )0 0 1j ,i , j j ,max j ,min j ,minx rand , b b b .= − +  (2) 

The D-dimensional initialization vectors, bmin and bmax indicate the lower and upper 
bounds of the parameter vectors  xi,j. The random number generator, randj[0,1), re-turns 
a uniformly distributed random number from within the range [0,1), i.e., 0  randj[0,1) 

 1. Indication that a new random value is generated for each parameter is denoted by 
the subscript j, Fig. 2.  

 
Fig. 2. Initialization of the population in differential evolution 

• The pertubation of a base vector yi,g by using a difference vector mutation 

49

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



 

 ( )i ,g i ,g r1,g r 2,gF .= + −v y x x  (3) 

to generate mutation vector vi,g . The difference vector indices, r1 and r2, are randomly 
selected once per base vector Fig.3, Fig. 4.  

 

 

 

 

 

 

 

 

 

 

Fig. 3. Perturbation of two randomly selected vectors 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

Fig. 4. Differential evolution 

• Discrete recombination(crossover) 
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The classic variant of diversity enhancement is crossover which mixes parameters of 
the mutation vector vi,g and the so-called target vector xi,g in order to generate the trial 
vector ui,g. The most common form of crossover is uniform and is defined as  

 
)( )j ,i ,g j

i ,g j ,i ,g

j ,i ,g

v if rand 0,1 CR
u

x otherwise
= =u  (4) 

In order to prevent the case ui,g = xi,g at least one component is taken from the 
mutation vector vi,g, a detail that is not expressed in (4). 

• Selection  

DE uses simple one-to-one survivor selection where the trial vector ui,g competes 
against the target vector xi,g. The vector with the lowest objective function value 
survives into the next generation g + 1, Fig. 5. 

 
( ) ( )i ,g i ,g i ,g

i ,g 1

i ,g

if f f

otherwise .
+ =

u u x
x

x
 (5) 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Selection. The vector u has the lower objective function value than the target vector 0 so 
it moves forward in the next generation 

When is the global optimum achieved? It depends on the target function. If the 
function is a multi-objectives function, the targets may conflict with each other. 
Satisfying one goal often leaves another unsatisfied. As a user regularly defines the 
input, the user can also limit the number of iterations to the algorithm. This is a trial 
and error approach, requiring a sufficient number of repetitions to ensure that the best 
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results are returned. Another method of termination is when the goal is fulfilled. In 
some target functions, the minimum value can be known. For example, any minimum 
value may already be known for a function, which means that any subsequent value 
found under this value is not taken into account. This is also a method used when 
working with functions where the minimum is known. If it is known that the value of 
the target function in the farthest vector is within a certain tolerance of the global 
minimum, the termination is fulfilled.  

Human monitoring can also be determined when optimization is complete. The return 
data provided by the target function can determine that no further optimization is 
possible. 

Along with the DE algorithm came a notation to classify the various DE-variants. 
The notation is defined by DE/x/y/z where x denotes the base vector, y denotes the 
number of difference vectors used, and z representing the crossover method. Price and 
Storn [6] gave the working principle of DE with single strategy [7]. They suggested ten 
different strategies for DE. The following are the ten different DE working strategies: 
1. DE/rand/1/bin, 2. DE/best/1/bin, 3. DE/rand/2/bin, 4. DE/best/2/bin 5. DE/rand-to-
best/1/bin 6. DE/rand/1/exp, 7. DE/best/1/exp 8. DE/rand/2/exp, 9. DE/best/2/exp, 10. 
DE/rand-to-best/1/exp.  

A strategy that works out to be the best for a given problem may not work well when 
applied to a different problem. Also, the strategy and the key parameters to be adopted 
for a problem are to be determined by trial and error. However, strategy-1 
(DE/rand/1/bin) appears to be the most successful and the most widely used strategy. 
More details regarding DE are available in [7], [8], [9] and [11]. 

4 Mathematical modeling and optimization of three phase 
distribution transformer 

In the mathematical notation the optimization problem can generally be represented as 
a pair (S, f), where S ⊆ Rn is a bounded set on Rn and f: S → R is an n-dimensional real-
valued function. The problem is to find a point xmin ∈ S such that f (xmin) is a global 
minimum on S. More specifically, it is required to find an xmin ∈ S such that  

 
( )( ) ( )

( )
( )

,min ,max

, ,....,

with constrai nt s

,....,

,....,

T n
1 n

j

j

i i i

min f x x S R

g 0 j 1 q

h 0 j q 1 m

x x x

=

=

= = +

x x

x

x

 (6) 

where gi(x) and hj(x) are the restriction constraints, which can be represented 
mathematically as equations and/or inequations.  

Under these definitions, a DE algorithm in conjunction with the penalty function 
approach is focused on the minimization of the cost of the transformer unit: 
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 ( )
2

j j
j 1

min c f
=

x
x  (7) 

where c1 is the winding unit cost (€/kg), f1 is the winding weight (kg), c2 is the magnetic 
material unit cost (€/kg), f2 is the magnetic material weight (kg), and x is the vector of 
the five design variables, namely the width winding (X3), the diameter of core leg (X2), 
the winding height (X5), the current density of winding (X4) and the magnetic flux 
density (X1) respectively for each object.  

The minimization of the cost of the high voltage single phase transformer is subject 
to the constraints: 

 S – SN  0; PCU − PCUN  0; PFE − PFEN  0; UK − UKN  0      (8) 

where: S is designed transformer rating (kVA), SN is transformer nominal rating (kVA), 
PFE is designed no-load losses (W), PCU is designed load losses (W), UK is designed 
short-circuit impedance (%), PFEN is guaranteed no-load losses (W), PCUN is guaranteed 
load losses (W) and UKN is guaranteed short-circuit impedance (%). 
     Accordingly, the objective function for the model is: 

 ( ) ( )
( )

4 5 3 2
2 3 5 5 3 2

3 5 6 4
2 2 3 3 5

f x ,x ,x 3.9655 10 x 2.40546 10 x 2.987 10 x

1.8924 x 6.96522 10 x 1.42442 10 x 1.3478 10 x x

= + + +

+ + +
 (9) 

 
Fig. 6. Active part of three phase distribution transformer – main dimensions 

The inequality constraints should be modified to the less or equal format, g(x)  0. 
If the problem is an unconstrained optimization problem, the user need not enter 
anything in the space specified for the constraints coding. The constraints of the 
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analyzed mathematical model are entered as follows: Constraint 10 match to 
transformer nominal rating, Constraint 11 match to guaranteed load losses, Constraint 
12 match to guaranteed no-load losses and Constraint 13 guaranteed short-circuit 
impedance. Constants in front of decision variables have been taken from the Fig.1 and 
reference [9], [14].  

 

 2 6 3
1 2 3 4 5317.82 x x x x x 10 50 10 0−  (10) 

 

 ( )7 7 9
2 3

2
3 4 5

3.638 10 x 8.113 10 x 7.51 10

x x x 1050 0

− − −+ +

−
 (11) 

 

 
( )
( )( )

2
1 1

4 5 3 2 3
5 3 2 2

0.4237 x 1.2712 x 0.0241

3.9655 10 x 2.405 10 x 2.987 10 x 1.892 x 0.4 190 0

− + −

+ + + −
 (12) 

 

 ( )2 4
2 2 3 3 3

2
3 4 1 2

0.008 x 0.0186 x x 0.032 x 1.7744 x 1.6 10 317.82

0.0186 x x x x 4.1 0/

−+ + + +

−
 (13) 

 
These values are multiplied by a penalty co-efficient, which is then added to the 

objective function to continue the process of optimization. This process is often termed 
as penalty function approach. From Table 1 for outcomes:  
Best Strategy is Strategy DE/rand/1/bin 
Minimum constraint violation(CV): 0.00 
Minimum objective value with min CV:497.4702 
Minimum time taken: 78 
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Table 1. Results of DE with all ten strategies 

 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

Table 2. The optimal value of decision variables 

Parameter  Value 

X1  1.713658 

X2  0.100009 

X3  0.015001 

X4  2.741579 

X5  0.210037 

5 Results and discussions 

The above mathematical model is solved using Differential Evolution with penalty 
function approach. Total number of constraints and bounds in the model are 4 and 10 
respectively. The model is run for different combinations of ten DE strategies, NP (100 
to 850 with an increment of 50), CR (0.2 to 0.90 with an increment of 0.1) and F (0.2 to 

Str. 
No. Strategy NP CR F Optimal 

Value CV 
Time 
(ms)* 

1 DE/rand/1/bin 1000 0.9 0.5 497.4702 0.00 
 

78 
 

2 DE/best/1/bin 1000 0.9 0.5 497.3557 0.00 
 

94 
 

3 DE/best/2/bin 1000 0.9 0.5 497.3257 0.00 
 

140 
 

4 DE/rand/2/bin 1000 0.9 0.5 497.4702 0.00 
 

79 
 

5 DE/rand-to-
best/1/bin 1000 0.9 0.5 497.3322 0.00 

 
78 
 

6 DE/rand/1/exp 1000 0.9 0.5 497.4702 0.00 
 

78 
 

7 DE/best/1/exp 1000 0.9 0.5 497.3193 0.00 
 

94 
 

8 DE/best/2/exp 1000 0.9 0.5 497.3623 0.00 
 

94 
 

9 DE/rand/2/exp 1000 0.9 0.5 497.4702 0.00 
 

78 
 

10 DE/rand-to-
best/1/exp 1000 0.9 0.5 497.3331 0.00 

 
78 
 

55

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



 

0.9 with an increment of 0.1) to determine the optimum value of the objective function. 
The best combination of NP, CR and F which will yield minimum value of objective 
function from all the different combinations is chosen for each strategy. These are 
presented in Table1. In addition, comparison of CPU time in seconds for each strategy 
is also performed which is based on PC with PV 2.67GHz/6GB RAM/300GB HDD(*). 
The following observations are made from the analysis of results.  

• It is evident from Table1 that strategy 1, DE/rand/1/bin with NP = 1000, CR = 0.90 
and F = 0.50 is the best strategy as it produces minimum CPU time with no constraint 
violation. 

• On the other hand all strategies are yielding approximately same optimal values of 
objective function with minor difference even small differences in CPU time. 
Reaching the same optimal values from number of strategies maybe due to the 
sufficient resources (lower and upper bounds) that are available to satisfy demands. 

• It is observed from Fig.7 that the strategies with binomial crossover are closer to the 
optimum.  

• Fig.8, Fig.9, Fig.10 and Fig.11 shows the effect of varying weighting factor F (0.2 
to 0.90 amounting to 8 levels), NP values (100 to 800 amounting to   8 levels) for 4 
different strategies, namely, DE/rand/1/bin, DE/best/1/bin, DE/rand/1/exp and 
DE/best/1/exp (keeping CR=0.90) on value of objective function. The minimum 
dispersing of value of objective function is for weighting factor F from 0.40 to 0.6. 
It is inferred from Figs.8 to 11 that lower value of F gives a higher chance of 
convergence to the optimum and there is a gradual decrease in the optimal value as 
F increases. 

• It is also observed that values of objective function are converging to optimum value 
with CR= 0.90 as high values of CR results in a rotationally invariant sampling of 
the search space and helps in a faster and/or more robust convergence [8]. 

• Fig.14 shows the variation of population size NP for 4 different strategies namely, 
DE/rand/1/bin, DE/best/1/bin, DE/rand/1/exp and DE/best/1/exp for a fixed value 
CR=0.9 and F=0.4. It is observed that the variation of NP does not follow a regular 
pattern and it needs a trail and error procedure to determine the optimum NP value. 
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Fig. 7. Strategy variation for a sample set of parameters NP, CR&F 

 

 
Fig. 8. Variation of weighting factor F for different NP values keeping CR=0.90 for strategy 
DE/rand/1/bin 

 
Fig. 9. Variation of weighting factor F for different NP values keeping CR=0.90 for strategy 
DE/best/1/bin 
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Fig. 10. Variation of weighting factor F for different NP values keeping CR=0.90 for strategy 
DE/rand/1/exp 

 
 

Fig. 11. Variation of weighting factor F for different NP values keeping CR=0.90 for strategy 
DE/best/1/exp 

 
Fig. 12. Variation of crossover constant CR for different NP values keeping F=0.4 for strategy 
DE/rand/1/bin 
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Fig. 13. Variation of crossover constant CR for different NP values keeping F=0.4 for strategy 
DE/rand/1/exp 

 

 
 

Fig. 14. Variation of Population size NP for different strategies at F= 0.4 and CR= 0.9 

6 Conclusion 

This paper presents an efficient implementation of the Differential Evolution algorithm 
with a penalty function approach, applied to three phase distribution transformer unit. 
Our penalty function approach integrates established techniques in existing EA’s in a 
single unique algorithm.  

Effect of Population size(NP), Crossover constant(CR), Weighting factor (F) and ten 
different strategies(variations) of DE on the values of objective function are studied. 
Results of DE are also compared for all ten strategies. It is concluded that DE/rand/1/bin 
is the best strategy for the optimization of the cost material of the three phase 
distribution transformers active part. The best approach is with crossover constant 0.9 
and weighting factor 0.4. The present study can be extended to similar situations with 
suitable modifications (different power objects). 
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Abstract. Indoor positioning is a key component for location-aware mo-
bile applications since GPS localization is not available in buildings or
other indoor places. There exist several deductive and inductive meth-
ods, but many of them have high errors in their location estimation
considering the issues related to the indoor environment and sensor mea-
surements. In this paper, we present an algorithm for indoor localization
based on probabilistic approach which provides large-scale and distribu-
tive platform for indoor positioning. It is tested by using the UJIndoor-
Loc dataset and the results are compared with KNN method proving the
accuracy and low-complexity of the algorithm. At the end, it is presented
a real-time implementation of large-scale platform for indoor localization
which is used as a presence management system in Faculty of Computer
Science and Engineering.

Keywords: Indoor positioning · Wi-Fi · N-Gaussian Peaks · Smart-
phone · e-FINKI.

1 Introduction

Indoor Wi-Fi localization is a popular method for localization in areas where the
GPS satellites are not reachable [14]. Many real world applications are based on
location-aware approach to provide their services[5][11]. Therefore, automatic
user localization is a hot research topic in the last years. Automatic user local-
ization consists of estimating the position of the user (latitude, longitude and
altitude) by using an electronic device, usually a mobile phone. Outdoor localiza-
tion problem can be solved very accurately by using the integrated GPS sensors.
However, indoor localization is still an open problem mainly due to the loss of
GPS signal in indoor environments [4].

The wide utilization of mobile devices and Internet via Wi-Fi hotspots, pro-
vides basis for many localization approaches[6]. Nowadays, Wi-Fi is a technology
widely used for Internet access, and the mobile devices are part of the people
lifestyle, so we can declare that the position of the mobile device points the
position of its owner. Smartphone operating systems provide public software
development kits, so the manipulation of their embedded sensors like GPS, ac-
celerometer, gyroscope, Bluetooth, camera etc., and data processing of their
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output, has been facilitated. Also they allow complex data operation on the
dataset, thankfully to the current processing performances, so, appropriate al-
gorithms for their processing can predict the user behavior and user surrounding
and environment conditions, improving the user experience [3] [10].

There exist several methods for indoor localization based on the sensor out-
put of mobile devices. Some of them use mathematical approaches making fusion
among the flow of the data provided by the sensors, generating mathematical
model for calculation of the user position. The drawback in mathematical ap-
proaches is the improvidence of the signal propagation because of the multi-path
effect, so stable solutions could not be established [2]. Some of them are based
on fingerprinting methods. It is based on the Received Signal Strength Indicator
(RSSI) value [7]. Such approach requires two phases: calibration and operation.
In calibration phase, a radio map of the area is constructed depending of the
previous measurements, indicating the values of the RSSI of the nearby Wi-
Fi hot-spots. Later, during the operational phase, the user obtains the signal
strength of all visible access points of the WLAN that can be detected from the
user position and produces test sample instance which is sent to the server for
further analyses. The server application compares the values from the test in-
stance and calculates the Euclidean distance between the test sample and other
known training points. The location of the closest compared point is taken as
reliable and is returned to the mobile device as information about its current
location. This approach is the mostly used in this field [13].

The algorithm for indoor positioning which uses Wi-Fi fingerprinting, has
several drawbacks [9]. One of them is the need of large training dataset which
should include all physical points providing high reliability of localization results.
Also, it has linear complexity, which means by increasing the number of samples
in training set, the complexity and the computational time increases for each
test instance. For everyday use, it should be optimized to work with high rate
of input data, resulting with high speed response times. In next sections, it will
be described a hybrid approach of indoor positioning algorithms based on the
output of the Wi-Fi scanning sensor in mobile devices, combining fingerprinting
and probabilistic methods for extracting the position of the user from such input.
For evaluation of the algorithm will be used the UJIndoor dataset which contains
21049 sampled points and 520 Wi-Fi access points [1].

2 Related work

Android mobile device sensors can be subdivided into two categories: environ-
mental and orientation sensors [18]. Environmental sensors are sensing the envi-
ronment and they provide quantitative representation of the measured param-
eters. Orientation sensors measure the orientation in the space of the user and
these kinds of sensors can be used as navigational helpers. This classification is
not disjoint because in many of approaches, environmental sensors are used as
orientation. As an example, we can mention the approach of indoor navigation
using the magnetometer which is part of most of the smartphones. Also, the
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pressure measured by the barometer can be used as a parameter in obtaining
the absolute altitude.

All of these sensors give some inaccuracy in their measurements [18]. The
inaccuracy of the navigational sensors can be modeled as a linear noise which,
by extraction from the final result, helps in calibration of a specific sensor. The
main goal in this paper is to represent the last researches about determination
of specific noise components produced by each sensor [6]. This superposition of
filtered navigational measurements data can provide relative movements of the
user in indoor space.

The problem of determination of the absolute position of the user in the
most of the approaches is solved by using the wireless networks scans of the
mobile device Wi-Fi unit. The Android operating system allows access to RSSI
scan results. Mainly, two methods are used in position determination by using
the information contained in Wi-Fi scans: model-based and fingerprint-based.
Model-based techniques use the Wi-Fi signal wave propagation mathematical
model taking in consideration the attenuation factor provided by the physical
obstacles between the access point and the mobile device [2]. Also, the mul-
tipath wave characteristic, interference and physical environmental conditions
take a part in the result provided by the mathematical model, which could be
expressed as a noise element. This paper gives an overview of self-calibration
models that eliminate or minimize the effects of such elements. Other approach,
used in most of researches, is called Wi-Fi fingerprinting [13] [8]. The method
assumes that different positions should have different characteristic signal, same
as humans that have unique fingerprints. Modeling of such training data set is
time and power consuming process. So, we make an overview of different inter-
polation and filtering methods that allow the use of few samples to generate
the total comparable dataset which can be used as clusters of coarse position
determination [16][19].

The sensor fusion system presented in [1] uses the output from gyroscope,
accelerometer and magnetometer as well. Calibrated accelerometer is used to
obtain calculations of roll and pitch. These calculations later are combined with
the gyroscope signal. The author uses Kalman filter to suppress the gyroscope
drift and bias error from other sensors. Furthermore, an algorithm is proposed
to deal with the calibration and output offset errors.

A sensor fusion framework presented in [12] compares the position estimation
with Wi-Fi signals among the Android fused sensors. Kalman filter is used to
calibrate the sensors and lower the drift from the output. Different metrics are
presented over the different type of sensors, either hardware-based or software-
based.

3 Probabilistic model for indoor localization

In order to explore the characteristics of the RSSI values of the Wi-Fi access
points, captured in distinct time by different smartphones, we used several ref-
erence points from the UJIIndoor dataset. We took the reference points presented
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in Table 1. For each reference point, we took a data series of measurements which
provide information about the RSSI value from reachable access point providing
the signal variation measured from different mobile devices in the whole period
of the data gathering process.

Table 1. Statistics for typical RSSI measurements

Ref Point Distinct WAPs Number of records Mobile devices
29 5 97 5
115 72 230 5
145 68 138 4
220 62 214 6

Fig. 1, presents the distribution of several measurement data logs captured on
4 different locations, measuring the RSSI value from different access points. We
can conclude that in the most of the examples, the distribution of RSSI values
looks like Gaussian distribution, excluding the Fig. 1(a). The signal variation
takes part in all of the examples which is the main factor responsible for the
error in positioning. Such variation is a result of several phenomenon like: multi-
path effect, Wi-Fi unit energy optimizations, fading, angle of reflection, time of
propagation etc. In the graphs in Fig. 1(c) and 1(d), it can be noted two or
several peaks, altering the smoothness of Gaussian distribution and providing
additional error in indoor positioning. Such variations can be modeled by using
multi-peak Gaussian distribution. As presented on Table 2, the probability
distribution of 134 APs (out of 424) indicate double peak distribution, which is
almost 32% from the total number of measurements.

3.1 Gaussian and Multi-Peak Gaussian distribution

Gaussian distribution is a standard method for modeling the values of received
signal strength obtained from reachable access points. Its probability density
function is presented in Eq. 1:

F (x) =
1

√
2πσ

e−
(x−u)2

2σ2 (1)

where x is the variable of the function; µ is the mean of x; and σ is the
standard deviation of x. As presented in Fig. 3, the distribution of the measure-
ments in dataset is not ideal Gaussian distribution. 35% of the dataset contain
two peaks, which changes the approach of using the standard Gaussian distribu-
tion. 15% of the dataset contain three peaks which also influence the final result.
In Equation 2, the Gaussian model is adopted when the distribution of RSSs has

64

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



(a) (b)

(c) (d)

Fig. 1. Various types of data series for different reference points providing the RSSI
values of one of the reachable AP: (a) Reference Point 29; (b) Reference point 143; (c)
Reference Point 145; and, (d) Reference Point 220.

one, two or multiple peaks. First of all, the number of peaks is determined. De-
pending on the number of peaks, appropriate Gaussian model is created using
the values of the RSSI measurements.

F (x) =
1

N
(

N∑

i=1

1
√
2πσi

e
−

(x−ui)
2

2σ2
i ) (2)

The type of the Gaussian distribution is determined by extraction the peaks
from the data series. Each peak is denoted as Maxi,Max2, ..,MaxN . The local
minimum between each pair of peaks is denoted as Min1,2,Min2,3 or Minn−1,n.
By using statistical approach, we determined that the number of peaks which ap-
pear in measurement records related to appropriate location, can be determined
by using the Eq. 3 as threshold

2Mini−1,i < Maxi−1 +Maxi (3)
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whereas Mini−1,i presents the local minimum value in the range between Maxi−1

and Maxi Such approach improves the modeling of large training set measure-
ment values excluding the measurements that present anomaly in scanning pro-
cess. In order to limit the number of peaks, a threshold value is used as a con-
dition for noise elimination or outdated measurement values (Eq. 4).

∀i ∈ N,
Max1

Maxi
< threshold (4)

This condition filters the irrelevant measurements that influence the final re-
sult. Such measurements are obtained from mobile devices whose scan results are
obsolete or fake. This mechanism of data validation acts as voting model whereas
the newest and most numerous values take a part in building the model. In the
next section, we define an algorithm that uses N-peak Gaussian distribution as
probabilistic method to determine the user location in indoor environment by
using the Wireless Access Points (WAPs) as reference points.

4 Localization algorithm

The proposed algorithm is based on fingerprint method of indoor localization.
It assumes two phases: training and testing.

4.1 Training phase

In training phase, the available dataset of RSSI measurement in the localiza-
tion area is preprocessed eliminating the irrelevant RSS values from unreachable
access points and saving the RSS values of the accessible access points. As a
filtering algorithm, it is used the Kalman filter which invalidates the inconsis-
tent values from the global data set excluding them from the next phases of
training. Kalman filter is used for elimination of outdated RSSI measurements
considering that RSSI measurements are presented as time series. This includes
the following scenarios:

– Access Point defects - if any WAP do not emit a signal, it may reduce the
accuracy of the algorithm

– Access Point replacement - if two WAP replace their physical locations, it
may produce error in positioning

– Indoor infrastructure changes may interfere the Wi-Fi signal propagation
and it may produce inaccuracy in localization

The filtered results are used in next stages of the positioning algorithm.
As a next step, we create clusters of measurements grouped per physical loca-
tion and ordered by the record timestamp giving higher weight factor to the
newer records. After a statistical analysis of the grouped records, the algorithm
produces appropriate descriptive data structures called Location descriptors by
utilizing the statistical information of the measurement groups.
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Location descriptor The term of location descriptors is used to describe a
data structure that holds an information about the RSSI values measured on
each physical point related to a reachable access point. First of all, the valid
measurements are grouped by reference point. The RSS values are queried for
each referent point from specified AP. Each location descriptor contains infor-
mation about:

– The id of the referent point
– SSID/BSSID of the access point
– N-sized list containing key-value records

• peak
• standard deviation by a peak

The number of peaks (N) is determined in the training phase and N should
satisfy the condition in Eq. 5:

∀i ∈ N,
Max1

Maxi
< threshold (5)

The identification number of location presents the referent name of the lo-
cation that matches the descriptor. The location is a point in 3D coordinate
system:

– X coordinate – latitude
– Y coordinate – longitude
– Z coordinate – depending of the application of the algorithm, it can keep the

altitude, floor or other referent value presenting the length of the projection
over Z-axe in 3D space

Such descriptors are persisted in appropriate database storage and after-
wards, they will be used in calculation of the position of the user in online
phase.

5 Localization phase

Localization phase is the phase which assumes that room descriptors are gener-
ated and the algorithm should provide localization service to the users. Also, it
should provide high performances while serving greater number of clients.

As input, the algorithm obtains an array of vectors of RSSI (radio signal
strength intensity) values from accessible access points, made by the client de-
vices whose Wi-Fi scan is sent to a server application with appropriate times-
tamp. First of all, the vector values grouped by single access point, are filtered
detecting the measurements that deviate the standard deviation. Such values
derive from WiFi device cache management. Their usage produces noise in the
final result. The measured values should satisfy the conditions in Eq 6.

(µ− σ) ≤ µi ≤ (µ+ σ)

σi ≤ σthreshold

(6)
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assuming µi and σi are mean value and standard deviation of the series of
single access point RSSI measurements made on single location, meanwhile µ
and σ present the mean value and standard deviation of the array of vectors of
all measurements made by the algorithm that calculates the position of the test
instances in generated location descriptors. A testing sample contains key-value
records providing information about the BSSID of the reachable access point and
the value of RSSI provided by the scan manager of the mobile device. First of all,
the list of measurement V is filtered locally in the mobile device, eliminating the
noise provided by the values that deviate the standard deviation. As a next step,
the location descriptors that contain any of the BSSID values detected by the
mobile phone are extracted from the descriptors pool. The calculation provided
in Eq. 7 is performed over the values of N-peak Gaussian distribution defined
by each location descriptor.

P (x) =
M∑

j=1

(
1

M
(
1

N
(

N∑

i=1

1
√
2πσj,i

e
−

(x−uj,i)
2

2σ2
j,i ))) (7)

whereas, M is the size of the extracted location descriptors, N is the number
of peaks per location descriptor and P (x) is the probability of being in the
location x. The result L that satisfies the Eq. 8 is the predicted location of the
user.

L = max(P (∀v ∈ V )) (8)

6 Testing and Results

6.1 Dataset description

The proposed algorithm precision is verified by using the UJIIndoorLoc dataset
[15]. It covers three buildings of Universitat Jaume with 4 or more floors and
almost 110.000m2. It is appropriate dataset which satisfies the needs of the
presented algorithm. The 529 attributes contain the WiFi fingerprint, the geo-
coordinates, latitude and longitude, where it was taken, and other useful infor-
mation. The dataset is created in 2013 by means of more than 20 different users
and 25 Android devices. It consists of 19937 training/reference records and 1111
validation/test records.

Each WiFi fingerprint can be characterized by the detected Wireless Access
Points and the corresponding Received Signal Strength Intensity (RSSI). The
intensity values are represented as negative integer values ranging -104dBm (ex-
tremely poor signal) to 0dBm. The positive value 100 is used to denote when
a WAP was not detected. During the database creation, 520 different WAPs
were detected. Thus, the WiFi fingerprint is composed by 520 intensity values.
Average number of WAPs detected at each location is 17, which is appropriate
value for the localization purposes (Fig. 2).
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Fig. 2. Number of WAPs detected per location distribution

6.2 Execution of the algorithm

Training phase Training phase uses 19937 records from the training dataset
with appropriate timestamp. As a primary step, the records are decomposed
and normalized into records containing five values: the BSSID of WAP station,
measured RSSI, timestamp and the latitude and longitude of the location where
the measurement is done. The normalization process produced 341198 records.
During the training phase, there were produced 52052 room-descriptors. The
execution of the training phase took 272413 seconds. Additional statistics of the
training phase are presented in Table 2.

Table 2. Statistics for UJIndoor dataset in training phase

Training sets 341198

Location descriptors 52052
Total time of execution of the training phase 272413s
Number of valid location descriptors 104104
Number of single peak location descriptors 78819 (75%)
Number of double peak location descriptors 18434 (18%)
Number of location descriptors with more than two loca-
tion descriptors

6501 (7%)

Testing phase Testing phase includes UJIndoor validation dataset which con-
sists of 1111 measurements. The records keep the same structure as the training
dataset. The evaluation is done based on the calculated probabilistic 3D coordi-
nates which are obtained as output of the algorithm, in this case, the geographi-
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cal latitude, longitude and elevation. We use Euclidean distance to calculate the
error of the algorithm output compared to the real values of the geographical
points. The obtained results of the proposed algorithm are compared with the
results of other method for indoor localization based on the K-nearest neighbor
algorithm with Euclidean distance function. It is used Intel Core i7 workstation
with 8GB RAM running in single-threaded environment.

Table 3. KNN algorithm execution statistics

Time of execution for 1111 records 555500ms

Positioning error (in m) 7,9m
Hits (in %) 89.92%
Time of execution per record 495.26ms

Table 4. Proposed algorithm execution statistics

Time of execution for 1111 records 33946ms

Positioning error (in m) 2.96m
Hits (in %) 87.52%
Time of execution per record 48ms

By using the proposed algorithm, the positioning error is decreased for 62.6%
(7,9m to 2.96m). Also, the execution time is decreased 10 times (48ms per calcu-
lation instead of 495ms) confirming the accuracy and performance improvement
of the proposed algorithm for localization.

7 Implementation

Based on the proposed model we developed a mobile application e-FINKI, as a
service for the Faculty of Computer Science and Engineering staff. The primary
goal of the mobile application is presence control of the teaching staff in the
faculty. e-FINKI facilitates the lecture presence management by eliminating the
continuous use of RFID tags before the start of the lecture by sending a text
notification to his mobile device about the change of the classroom Fig. 7 . After
the user approval of the location change, a new record in presence evidence
system is created.

e-FINKI as a presence management platform is based on the proposed algo-
rithm for indoor localization assuming that the GPS signal is weak in buildings
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Fig. 3. Results comparison

and provides inaccuracy which can not be overlooked in the process of precise
localization which the system requires.

The module that provides location check-in recommendation is called iFind.
It uses the presented algorithm to determine the indoor location of the user.
The algorithm is trained to recognize the position of the user that installed
the e-FINKI mobile application in the FCSE campus. Each classroom owns its
location descriptors set trained by the administrator of the application. Due to
the consistency of the location determination, only the RSSI measurements from
reliable Wi-Fi hot-spots are used in the model training.

The user smart phone scans the Wi-Fi signals and their RSSI values. The
measured values are sent to the server. The server executes the positioning algo-
rithm by using the extracted location descriptors in training phase. If the result
identifies a location in the FCSE’s campus, a text notification appears in the no-
tification panel. The user should just approve the check-in event. The e-FINKI
architecture is presented in Fig. 5. It uses Spring XD framework in data stream
ingestion and processing. It uses two real-time data flow. The first flow ingests
into the training data set. Its source is strictly controlled by the user role. Just
the administrators are able to inject data into the training flow. The second
data flow is received by the calibration devices which send the changes in the
signals from the Wi-Fi hot-spots. This calibration values identify the right mo-
ment of restarting the training phase of the algorithm and extraction of the new
location descriptors. The real-time data, from the both data flows, sinks into
Hadoop File System and identified models of location descriptors are persisted
into a non-relational database, in this case MongoDb. The location descriptor
processor identifies the moment of repetition of the training phase by compar-
ing the calibration values with a threshold constant saved as a configuration
setting. By using the programming concept supported by Hadoop, MapReduce,
the sinked data in Hadoop file system is used for regeneration of the location
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(a) (b) (c)

Fig. 4. Mobile application for presence evidence
(a) Main Menu; (b) Training Phase; and; (c) Check-In recommendation;

Fig. 5. e-FINKI platform architecture design

descriptors. The operational phase of localization uses the generated up-to-date
location descriptors, sinked into the MongoDB, to identify the position of the
user.
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8 Conclusion

This paper presents an approach for indoor localization in urban areas based on
the RSSI values provided by nearby WAP stations. The obtained average ac-
curacy of the results for indoor localization is approximately 2.9m, three times
better than the KNN method based on Euclidean function, which is relatively
good result considering the accuracy of the smart-phone sensors, interference by
other electronic devices and operating system battery performance optimizations
[17]. The novel algorithm which uses the stochastic nature of the input signals,
improves the calculation accuracy and execution performance. The algorithm
calculations are independent by using a specific pool of location descriptors.
Such model provides open architecture for distributed execution increasing the
execution performances facilitating the system scalability. As a proof of concept,
it is presented the e-FINKi presence management mobile application which uses
the real implementation of the algorithm by implementation of a scalable infras-
tructure.
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Abstract. Intelligent Transport Systems (ITSs) and traffic management are two 
of the many approaches that can improve traffic efficiency, reduce traffic con-
gestion and pollution, and enhance safety. Through managing traffic flows in ur-
ban transport networks, ITSs can provide a response to the today's major chal-
lenges regarding the minimization of traffic congestion and its negative effects 
on the environment. In this research, a model of an Integrated Intelligent Decision 
Support System (IIDSS) for environmental traffic management in urban areas is 
presented. The proposed model consists of three operational layers: wireless sen-
sor network layer, intelligent agent layer, and routing coordinator, while using 
information about traffic congestion and pollution in the decision-making pro-
cess. The main objective of the proposed model is to provide a solid basis for 
future development of IIDSS and its implementation in urban networks that cor-
respond to city areas that exhibit significant congestion and pollution problems. 
The system will enable travelers to move around the central city areas avoiding 
congested and polluted roads. 

Keywords: Intelligent Transport Systems ∙ Wireless Sensor Networks ∙            
Intelligent Agent ∙ Traffic Congestion ∙ Air Pollution. 

1 Introduction  

Nowadays urban areas are home to more than half of the world’s population, thus they 
are facing a number of challenges related to road transport. Most significant problems 
include: (i) frequent and long-lasting traffic congestions; (ii) difficulties with the vul-
nerable categories of passengers; (iii) decreased reliability of the public transport sys-
tem; (iv) ever-increasing parking demands; (v) air pollution originating from the vehi-
cles of the road transport. 
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Transport-related emissions are the dominant source of urban air pollution. The pri-
mary air pollutants emitted by motor vehicles are carbon monoxide (CO), nitrogen ox-
ides (NOx including NO and NO2) and particulate matter (PM) [1]. Urban transport is 
a major consumer of fossil fuels, which generate large amounts of CO2. Thus, the 
transport is responsible for 40% of CO2 emissions and 70% of another pollutants [2]. 
According to the data from the European Environment Agency (EEA), road transport 
accounts for 72% of the total greenhouse gas emissions of the sector [3]. Due to high 
levels of fine particulate matter (PM10), air pollution in 2005 has been estimated to 
have caused 1,031 accelerated deaths and 1,088 respiratory hospital admissions in Lon-
don [4]. It can be concluded that the transport sector has a significant, yet a negative 
impact on the air pollution and is considered as one of the major threats of the 21st 
century to health and human well-being. 

There is no just one and universal solution for reducing road transport sector emis-
sions, but three Intelligent Transport Systems (ITS) major areas have the potential for 
reducing air pollution. They are: Vehicle Systems, Traffic Management Systems and 
Traveler Information Systems [5-8]. 

Intelligent Transport Systems (ITSs) and traffic management are one of the many 
approaches that can cope successfully with above-mentioned problems [9-11]. Based 
on the information about traffic congestion and air quality of urban areas, efficient 
routes can be deduced through the deployment of an Integrated Intelligent Decision 
Support System (IIDSS) [12]. In this research, a model of an IIDSS for environmental 
traffic management in urban areas is presented. The proposed model consists of three 
operational layers: (i) Wireless sensor network layer, (ii) Intelligent agent layer and (iii) 
Routing coordinator, and uses information about the traffic congestion and pollution 
during the decision-making process. For the purposes of developing a model we analyse 
the road traffic pollution data for the City of Skopje, Republic of Macedonia, which 
like every larger urban environment, has faced continuing problems with air quality and 
traffic congestion during recent years. 

The rest of this article is organized as follows. The second section gives an overview 
of traffic-related air pollution in the city of Skopje. The third section describes the struc-
ture of the proposed IIDSS model. The paper ends with relevant conclusions and a dis-
cussion about the future research. 

2 Identification of road traffic pollution in the City of Skopje 

The City of Skopje, like other urban environments, is a subject to frequent fluctuations 
in the air quality. With approximately one-third of the total population of the Republic 
of Macedonia being concentrated in the city, Skopje is not only the capital but also it is 
the country’s largest city. The assessed number of people traveling to Skopje every day 
exceeds 90,000. The existing traffic network is a favorable combination of ring roads, 
as well as radial and orthogonal infrastructural sub-segments around the very core of 
the city. The lack of some infrastructural backbone traffic corridors (express streets) 
forces the emergence of an unwanted interference including both transit and non-transit 
traffic. The major internal road network in Skopje accounts for a total length of 211 
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km. In combination with a somewhat inconvenient concentration of administrative and 
other service activities in the city’s center, it gathers most of the usual appearances of 
fast-growing and dynamic cities: saturations, bottlenecks, queues, longer travel times, 
high energy consumption and air pollution. 

According to a study made by World Health Organization, published at the begin-
ning of 2017, Skopje is among the 10 most polluted cities in Europe [13]. During the 
winter period the situation becomes often critical, since the concentration of PM10 par-
ticles in the air reaches levels up to 20 times higher than the maximum levels measured 
in the past. Many sources and causes for the severe air quality problem have been al-
ready identified, among which emissions from road transport have a considerable con-
tribution. The emissions from road transport depend on multiple factors: the vehicle 
category (passenger cars, light goods vehicles and heavy goods vehicles), vehicle tech-
nology (Euro 1, Euro 2), quality of the fuels, etc. 

According to the Macedonian Ministry of Internal Affairs, the number of the 
registered vehicles in Skopje in 2014 was 161,474. More than 40% of the vehicles are 
categorized as conventional, Euro 1 or Euro 2, which have the greatest negative impact 
on the air quality. Additionally, 31% of heavy goods vehicles are very old and are cat-
egorized as conventional or Euro 1. In terms of PM10, the oldest classes of vehicles 
(conventional, Euro 1 and Euro 2) contribute with almost 70% in the total emissions 
from passenger cars. In terms of CO and NOx pollutants, the class of conventional 
vehicles is responsible for the most emissions. Furthermore, the majority of the passen-
ger vehicles in Skopje (65%) use petrol as fuel and about 30% use diesel [14]. Accord-
ing to the data calculated for each vehicle category, the total amount of emissions for 
the road transport is summarized in Table 1, which shows that passenger cars have a 
dominant impact regarding pollutant emissions. 

Table 1. Total emissions from road transport sector (t/year) 

 Pollutant emission (t/year) 
Vehicle category CO NH3 NMVOC NOx PM SO2 
Passenger cars 3166 37 309 572 43 197 

Light goods vehicles 270 2 27 105 12 21 

Heavy goods vehicles 805 0 83 294 13 30 

Buses 137 0 34 577 25 16 

Motorcycles 50 0 11 2 0 2 

Total emissions 4378 39 453 1547 93 263 

 

In order to respond to the problems being elaborated previously, in this paper we 
propose an IIDSS for Environmental Urban Traffic Management (EUTM). 
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3 Model of an Integrated Intelligent Decision Support System  

The model of an IIDSS for EUTM (see Fig. 1) consists of three operational layers: (i) 
Wireless Sensor Network (WSN) layer, (ii) Intelligent Agents (IAg) layer and (iii)Rout-
ing Coordinator (RCo). 

 

 
Fig. 1. Model of an Integrated Intelligent Decision Support System 

WSN layer comprises of WSNs installed at each traffic intersection. It is composed 
of multiple interconnected wireless sensor nodes intended to measure air pollution and 
real-time traffic data, i.e. the type and number of vehicles that pass through the corre-
sponding intersection. 

IAg layer comprises of IAgs installed at each intersection of the selected urban traffic 
segment. The roles of a single IAg are to: 

• Collect real-time traffic data from the WSN of the corresponding intersection; 
• Collect atmospheric pollution data from the existing Pollution measurement sta-

tion that measures the air pollution in the area of the corresponding intersection; 
• Assign a Route Priority (RP) value to every route direction for the referred inter-

section, based on the previously collected data, and forward the RP values to the 
Routing Coordinator. 
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For the purpose of processing the real-time traffic data acquired from the WSN, we 
assume that the IAg uses an existing protocol or traffic analysis algorithm. As a result 
of the traffic data processing, the IAg assigns a predefined Traffic Congestion (TC) 
index to each route direction on a given intersection. A variety of congestion measures 
are used throughout the traffic engineering literature. Traffic congestion measures may 
vary depending on the needs, from traditional volume-to-capacity ratio to more com-
plicated empirical equations. 

Traffic status can be determined by the traffic intensity i.e. the volume-to-capacity 
ratio, or simply by the use of level of service rating expressed in grades, ranging from 
A (best) to F (worst). For signalized intersections, the Highway Capacity Manual [15] 
measures congestion in terms of average delay per vehicle, and ‘levels of service’ are 
defined based on the average amount of delay. Furthermore, congestion is a nonlinear 
function, so as a road approaches its maximum capacity, small changes in traffic vol-
umes can cause proportionately larger changes in congestion delays [16]. 

For the purposes of this research, traffic status can be determined by traffic intensity 
that is the volume-to-capacity ratio (1): 

 
ijijij CV /   (1) 

 
The description of ratio thresholds is given as follows: 

─   85.0ij   - The intersection is operating under its capacity. There is no congestion 
state; 

─  95.085.0 ij  - The intersection is operating near its capacity. Higher delays may 
be expected, but continuously increasing queues should not occur; 

─  195.0 ij   - Unstable traffic state; 
 1ij   - Demand exceeds the available capacity of the intersection. There is over-
saturation (Spillback and Residual queues are anticipated). 

For the purpose of simplicity, we define four possible TC indexes, as presented in 
Table 2. 

Table 2. Possible TC indexes and their meaning 

TC index Traffic volume ratio Description 
(Traffic state) 

T1 85.0ij  Intersection operate 
under capacity 

T2 95.085.0 ij  Intersection operate 
near capacity 

T3 195.0 ij  Intersection operate 
at capacity 

T4 1ij  Intersection operate 
over capacity 
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Besides the calculation of TC indexes, based on the data received from the corre-
sponding Pollution measurement station, the IAg assigns one of the predefined Pollu-
tion indexes to the route directions of the referred intersection. The possible pollution 
indexes are given in Table 3. 

Besides the assignment of TC and pollution indexes, another IAg’s function is to 
assign an RP value to each route direction of the referred intersection based on previ-
ously assigned indexes. The IAg’s decision is based on predefined RP tables, presented 
in Table 4 and Table 5. Each table is optimized for different types of traffic participants 
(drivers, bicycle riders, and pedestrians). Table 4 defines the RP values optimized for 
drivers, where the priority for defining the RP value is the congestion index. However, 
the pedestrians and/or bicycle riders are not directly affected by the vehicle congestion 
at the intersection. Instead, they are more concerned with the pollution that, besides 
other factors, increases during traffic congestions.  Table 5 defines RP values giving 
priority to the pollution index. In each table of RP values, the value of 1 means that the 
referred road direction is the most preferable one. 

Table 3. Pollution indexes 

Air Pollution Index Index Value Description 

P1 0 - 25 Very low pollution 
P2 25 – 50 Low pollution 
P3 50 - 75 Medium pollution 
P4 75 - 100 High pollution 
P5 > 100 Very high pollution 

Table 4. RP values with preference on congestion index 

Route priority value 1 2 3 4 5 6 7 8 9 

Traffic congestion in-
dex 

T1 T1 T1 T2 T2 T2 T3 T3 T3 

Pollution index P1 P2 P3 P1 P2 P3 P1 P2 P3 

Table 5. RP values with preference on pollution index 

Route priority value 1 2 3 4 5 6 7 8 9 

Pollution index P1 P1 P1 P2 P2 P2 P3 P3 P3 

Traffic congestion in-
dex 

T1 T2 T3 T1 T2 T3 T1 T2 T3 
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In a predefined time intervals, after detecting the changes in the pollution and traffic 
indexes, all the IAgs in the network forward the RP values for each route direction to 
the Routing Coordinator (RCo). In this manner, the RCo ‘knows’ the route priority 
values for each direction of the multiple intersections that belong to the urban traffic 
segment of interest. 

The RCo keeps a table of predefined possible routes as a connection between each 
pair of surface points of the urban traffic segment of interest (see Fig. 2). Based on the 
RP values received from the IAg layer, the RCo proposes a preferable route to the in-
terested user whose intention is to travel between any selected pairs of surface points. 
For the purpose of selection of a preferable route, the RCo can use some of the existing 
traffic routing protocols or a modification of a certain network routing protocol that 
uses a known algorithm for selection of the best path, such as the Dijkstra’s algorithm 
[17]. Additionally, the RCo provides an interface for other applications or existing in-
telligent traffic systems. 

 

 

Fig. 2. Example of the RCo predefined routes 

4 Discussion and conclusions 

Contemporary times impose the need for the development of efficient methods and 
technologies aimed at pollution reduction, in general. This is especially important for 
urban areas where the air quality is mostly degraded due to various types of pollutants 
emitted from road vehicles. One of the approaches that can improve air condition is by 
enhancing traffic efficiency, which is usually conveyed using Intelligent Transport Sys-
tems (ITSs) and traffic management. Through the management of traffic flows in urban 
transport networks, ITSs are able to respond to one of the major issues regarding min-
imization of traffic congestion and its negative effects on the environment. Using the 
positive experiences of already established ITSs, in this research, we developed a model 
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of an IIDSS intended to achieve efficient environmental traffic management in urban 
areas. The main objective of the proposed model is to enable travelers to move around 
the central city areas avoiding network congestion, thus avoid the most air-polluted 
areas. The system that we present consists of three operational layers, i.e. a WSN layer, 
an IAg layer and an RCo. The WSN layer is a network layer that is used to connect 
various network endpoints that measure traffic congestion and air pollution. The IAg 
layer consists of intelligent agents placed at each intersection, which collect and analyze 
data from the WSN layer. The RCo is a single entity that gathers all the information 
from the interconnected IAg nodes and, using a specified algorithm, proposes the best 
(the least polluted or the least congested) route, depending on the traveler’s preferences. 

Our future work is directed towards the development and implementation of a sys-
tem based on the presented model, including analyses of its behavior and the effects 
that would be gained from its implementation. Considering the preliminary observa-
tions, we are quite confident that such system would provide significant benefits to the 
congested urban areas, and especially for the citizens as the most affected segment by 
the ubiquitous pollution. 
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Abstract. Identifying and describing the mechanisms that are responsible for the 
regulation of the gene expression is a major challenge in biology. Besides all 
other types of regulatory elements, an essential task in this challenge is to detect 
the binding sites in deoxyribonucleic acid (DNA) for transcription factors, called 
motifs. A large number of motif finding computational methods were developed 
as a result of the recent advances in genome sequencing techniques. This paper 
reviews a few greedy and random types of algorithms. Many of the motif finding 
algorithms which can be easily implemented have several disadvantages. Despite 
the fact that many of them are guaranteeing the correct result, their runtime is 
huge, which is the biggest obstacle why scientists avoid using them. On the other 
hand, greedy and random algorithms give us the speed that we need, but in 
exchange for the accuracy. To test their accuracy, we use benchmarks and tools 
which are relying on different statistics methods already proven as a reliable 
mechanism in this field. We make a comparative analysis of some greedy and 
random algorithms so we can identify their advantages and disadvantages in the 
process of detecting the binding sites of the transcription factors in DNA 
sequences and define the directions for their improvement in order to get better 
performances. Results, presented as various types of charts and tables and 
compared to other motif finding algorithms, are giving us one global picture of 
the overall performances of the greedy and random algorithms. 

Keywords: DNA · Gene Expression ·  Motif ·  Motif Finding Algorithms ·      
Greedy Algorithms · Random Algorithms. 

1 Introduction 

The gene is a specific sequence of nucleotides in deoxyribonucleic acid (DNA) and the 
functional unit of inheritance which controls the transmission and expression of one or 
more traits by specifying the structure of a particular polypeptide, especially a protein 
which is controlling the function of other genetic material [1]. Thus, each gene contains 
information to produce a protein. Gene expression starts with binding numerous 
specific proteins, known as transcription factors, to promoter sequences. Their main 
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function is to control the gene expression by activating or inhibiting the transcription 
machinery [2]. Controlling the behavior of the genes, besides all unethical claims, can 
help with curing or regulating a lot of genetic diseases. Thus, it is a major challenge in 
biology to understand the mechanisms that control gene expression. A very important 
task is to identify regulatory elements, particularly the binding sites in DNA for 
transcription factors. One of the most popular problems in computer science and 
molecular biology is pattern discovery in DNA sequences. Simply, the problem can be 
defined as follows: given a set of sequences, find an unknown pattern that occurs 
frequently in every one of them. If a pattern of k length appears in each sequence, the 
solution is given by a simple enumeration of all k-letter patterns that appear in the 
sequences. In cases where this pattern represents a binding site for some transcription 
factors, it is called motif [3]. 

Many algorithms for finding DNA motifs have been developed. They are designed 
to detect motifs by considering the regulatory region (promoter) of several coregulated 
genes from a single genome or by comparing cross-species genome (phylogenetic 
footprinting) [4]. A large portion of these algorithms is using some kind of 
mathematical models. (1) word-based methods mainly rely on comprehensive 
enumeration, like counting and comparing nucleotides, but in most cases, they will find 
the correct result. A very popular example is the Brute Force algorithm. The main 
problem with these algorithms is that they have a huge runtime, so they are a good 
choice when we have smaller and simpler motifs. Word-based methods can be tricky 
for typical transcription factor motifs that often have several weak nucleotide positions 
which can easily mutate, so the result needs to be post-processed [5]. In (2) probabilistic 
sequence models, the model parameters are estimated using maximum-likelihood 
principle or Bayesian inference. This approach uses a position weight matrix [6] to 
represent the motif model. Probabilistic methods have the advantage of requiring few 
search parameters but can be exceptionally sensitive to small changes in the input data. 
Many of the algorithms based on some probabilistic approach are designed to find 
longer or more general motifs. Anyway, there is no guarantee that these algorithms will 
find a globally optimal solution since they use some form of local search and explore 
just a small subset of solutions that may converge to a local optimum.  

In order to create one global picture of the performances of this type of algorithms 
and to estimate the level of their correctness, in this paper we will focus on testing some 
greedy and random algorithms defined by Pevzner and Compeau [7]. First, we will 
define the motif finding problem and the scoring functions which are used by the 
algorithms which we were testing in order to create some ranking of the obtained 
results. A short explanation of the greedy and random algorithms is presented, mostly 
to explain all the steps which will be performed and will lead to the final result. We will 
explain the benchmark that we are using during the testing process and the results 
provided by the testing tool including the statistics used to calculate those results. 
Finally, we will give a detailed explanation about the performances of both algorithms 
based on all gathered information during the testing adding the comparison with the 
corresponding performance information of the Weeder and MEME algorithms. 
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2 Defining Motifs 

In genetics, a DNA motif is defined as a nucleic acid sequence pattern that is 
widespread and has some biological significance. In our case that refers to a DNA 
binding site for a regulatory protein, i.e., a transcription factor. Motifs are known to 
recur multiple times within a gene or in different genes and in most cases, they are short 
nucleotides sequences which are 5 to 25 nucleotides long. Also, they can occur on both 
strands of DNA and sequences could have just one or multiple copies of a motif, or in 
some cases, they may not contain the motif at all.  

Other than the common forms, we can recognize two special types of DNA motifs: 
palindromic motifs and spaced dyad (gapped) motifs. A palindromic motif is 
completely the same as its own reverse complement, e.g., ACATGT. A spaced dyad 
motif has two smaller parts which are separated by a few nucleotides which do not 
belong to the motif and are called spacer (gap). The spacer is located in the middle of 
the motif and its length is usually fixed. In fact, sometimes it might be slightly variable 
due to the mutations [3].  

The motif finding problem can be defined as the task of identifying frequently 
occurring motifs in a given set of DNA sequences as well as conserved motifs from 
orthologous sequences that are appropriate candidates for being transcription factor 
binding sites.  

3 Motif Scoring Functions 

Previously we mentioned that motif finding problem is one of the most challenging 
tasks in the molecular biology. However, working with DNA sequences is not that 
simple, because motifs often can have mutations, insertions or deletions of nucleotides. 
Also, we specified that motifs usually occur in every gene sequence. That is not always 
a case in real situations, which leads us to a more appropriate problem formulation, 
defined by Pevzner and Compeau [7], which score motifs depending on how similar 
they are to an “ideal” motif (i.e, a motif that binds the best to the transcription factor). 
Anyway, because the ideal motif is unknown, we will select a k-mer from each 
sequence and based on how similar they are to each other we will calculate their score. 
In other words, the motif finding problem is formulated as: 

Given a set of sequences Dna and an integer d, a k-mer is considered as a (k, d)-
motif if it appears in each sequence from Dna with at most d mismatches. 

To illustrate the scoring mechanism, consider t DNA sequences, each of length n, 
and select a k-mer from each sequence to construct a collection Motifs, which we 
represent as t x k motif matrix. In normal conditions, sequences have different length, 
but here we will use n length for each one of them in order to simplify the process. 
Given a sample of DNA sequences, we can create many different motif matrices simply 
by changing the choice of k-mers in each sequence. The goal is to select k-mers which 
will give us the most conserved motif matrix or the matrix with the most upper-case 
letters (at the same time the matrix with the fewest number or lower case letters), where 
the upper-case letter means that corresponding nucleotide type appears most often at its 
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position among all chosen motifs. Regardless of the question of how we select such k-
mers, which depends on the algorithm that we are using, the score of the resulting motif 
matrices is defined as the number of lower case letters in them. So, the goal is to find a 
collection of k-mers that minimizes this score.  

By counting the number of occurrences of each nucleotide in each column of the 
motif matrix, we can construct count matrix. Additionally, dividing those values by t 
(the number of rows in the matrix), we will get another matrix, called profile matrix P, 
where 𝑃𝑖,𝑗 is the frequency of the i-th nucleotide in the j-th column of the motif matrix. 
Sum of the elements of any column of the profile matrix is 1. An example with all these 
data is shown on figure 1. 

 
Fig. 1. Example of motif matrix and its corresponding count matrix, profile matrix and 

consensus string 
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Finally, using the most popular letter from each column of the motif matrix we can 
create the consensus string. Constructing the motif matrix from the correct motifs from 
every sequence, results in getting ideal candidate regulatory motif for these sequences 
as consensus string. 

4 Greedy Algorithms 

Many algorithms are iterative methods that must select among numerous alternatives 
at every iteration. Some alternatives may lead to an accurate solution, and others may 
not. Greedy algorithms are known for choosing the “most attractive” alternative at each 
iteration. Mainly, most of these greedy algorithms do not succeed in finding the correct 
solution to the problem. Instead, they are often trying to find an approximate solution 
by trading accuracy for speed. However, greedy algorithms are quite useful for many 
biological problems [8, 9]. 

One of those algorithms is the greedy algorithm proposed by Pervzer and Compeau, 
on which from now on we will refer to as GreedyAlgorithm [7]. Using the motif 
scoring functions from before, we can easy explain this algorithm in a few steps. 

Given a profile matrix, we can assess the probability of each k-mer in a string Text 
and find a k-mer that has the biggest chance to be generated by that profile matrix 
among all k-mers in Text. That k-mer is called profile-most probable k-mer and is more 
similar to the consensus string of the profile. 

Now when we explained this k-mer, we can also explain the GreedyAlgorithm. 
Input data are a collection of strings (sequences) Dna, the length of the motif k and the 
number of sequences in Dna, t. GreedyAlgorithm iterates through all k-mers in Dna1 
and tries each of them (one by one) as the first motif. After selecting Motif1 from Dna1, 
it builds a profile matrix Profile from that k-mer and uses it to set Motif2 equal to the 
profile-most probable k-mer in Dna2. It then updates the Profile as the profile matrix 
constructed from Motif1 and Motif2 and calculates the profile-most probable k-mer in 
Dna3 in order to set Motif3. In general, GreedyAlgorithm repeats this process for all 
Dna sequences, which means that after selecting i-1 k-mers in the first i-1 sequences of 
Dna, it form profile matrix based on these k-mers and selects the profile-most probable 
k-mer from the next sequence, Dnai. After obtaining a k-mer from each sequence and 
creating the final collection Motifs, this algorithm checks whether Motifs has a better 
score than the currently best scoring collection of motifs. In the final step, it selects the 
next k-mer from Dna1 (next Motif1) by moving current Motif1 by one symbol to the 
right, beginning the entire process of generating Motifs again.  

One problem with this algorithm is that if we use all steps as explained, after 
choosing the k-mer from the first sequence (Dna1) and creating the profile matrix for 
that k-mer, we will get a profile matrix with a lot of zeros, which will lead to a situation 
where the probability of every other k-mer is zero. To solve this problem, the algorithm 
substitute zeroes with small numbers called pseudocounts, which in the simplest form 
can be explained by the Laplace’s Rule of Succession [10]. In the case of motifs and 
previously defined scoring functions, pseudocounts can be interpreted as adding 1 (or 
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some other small number) to each element of the count matrix that will respectively 
lead to a profile matrix without zeroes. 

The result is a motif matrix consisting of the best motif candidates from each Dna 
sequence. If there are multiple answers with the same result, the algorithm uses the first 
one. In a real situation, it will be the best if there is a possibility to test all of them. 

The pseudocode of the GreedyAlgorithm is represented below: 
 
    

GreedyAlgorithm (Dna, k, t ) 

     BestMotifs  ← motif  matrix  formed  by  first  k-mers  in  each  string  Dna 

     for each  k-mer  Motif   in the first string from  Dna 

          Motif1  ← Motif 
          for  i = 2   to  t 

       (apply Laplace’s Rule of Succession to form Profile from motifs Motif1 ,…, Motif i- 1) 

          Motif i   ←  Profile-most  probable k-mer  in the  i-th  string in  Dna 
    Motifs  ←  (Motif1 , …, Motift  ) 
    if Score (Motifs ) < Score (BestMotifs ) 
      BestMotifs  ← Motifs          

     return BestMotifs   
 

5 Random Algorithms 

Randomized algorithms that flip coins and roll dice can also be used for searching 
motifs, even though they lack the control of the traditional algorithms [11]. Las Vegas 
algorithms [12] are randomized algorithms which guarantee that they will always give 
the correct solutions, despite the fact that they rely on making random decisions. Yet 
most randomized algorithms are not guaranteed to return correct solutions, but they do 
quickly find approximate solutions. Such is the one which we will consider in this paper 
and it belongs to the so-called Monte Carlo algorithms [12]. Their speed allows us to 
run them many times and to choose the best approximation of the obtained results.  

Pevzner and Compeau randomized algorithm (we will refer to it as 
RandomAlgorithm) [7], begins from a collection of randomly chosen k-mers Motifs 
from the Dna sequences. Then it constructs profile matrix for this k-mers and uses it to 
generate a new collection of k-mers. It works like that hoping that the new Motifs 
collection has a better score than the original one. Then the algorithm repeats the same 
steps for the second collection of k-mers. It continues to iterate for as long as the score 
of the constructed motifs keeps improving. To implement this algorithm, it is necessary 
to randomly choose the initial collection of k-mers that form the motif matrix Motifs. If 
we want to achieve that, we will need a random number generator that is able to return 
any integer from 1 to N with equal probability. 

Only one run of RandomAlgorithm almost always generates a poor set of motifs. 
Due to this, we need to run it many more times (thousands or millions of times), if we 
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want to get acceptable results. In that case, on each run, we will begin with a new 
randomly selected set of k-mers and in the end, we will select the best set of k-mers 
found in all these runs. 

Same as before, the result of the RandomAlgorithm is a motif matrix consisting of 
the best motif candidates from each Dna sequence. Again, it is important to point out 
that if there are multiple answers with the same result, the algorithm uses the first one 
which may not be the best possible approach. 

The pseudocode of the RandomAlgorithm is shown below: 
 

 

RandomizedMotifSearch (Dna, k, t ) 

   randomly select k-mers Motifs = (Motif1 , …, Motift ) in each string from  Dna 
    BestMotifs  ← Motifs        
   while forever 

    Profile  ← Profile (Motifs ) 

    Motifs  ← Motifs (Profile, Dna ) 
    if Score (Motifs ) < Score (BestMotifs ) 
      BestMotifs  ← Motifs     

    else      
      return BestMotifs   
 

6 Benchmark and Evaluation 

In order to make a detailed evaluation of the greedy and random algorithms that we 
explained before, we will use the benchmark and the tool for motif finding algorithms 
evaluation which are offered by the Department of Cancer Research and Molecular 
Medicine in the Norwegian University of Science and Technology, Trondheim, Norway. 
The benchmark offers three different types of datasets which contain synthetic or real 
DNA sequences, named algorithm_markov, algorithm_real and model_real [13]. 
Practically, binding sites and promoter regions to which they belong, were extracted 
from the popular TRANSFAC database and represented as real sequences (DNA 
sequences are used in their original genomic context) or Markov sequences (binding 
sites are implanted in DNA sequences generated with a third order Markov model). 
“Algorithm” and “model” part of the name refers to the complexity of the data. 
“Algorithm” means that it is easier to distinguish between the binding sites and the rest 
of the DNA, while “model” has bigger complexity and binding sites are more difficult 
to find. 

The tool which we will use is called Single motif and it is available for free on the 
website of the University (https://tare.medisin.ntnu.no/index.php) [14]. This tool 
accepts the resulting data which are generated by our algorithms, which should be 
created in a specific format (specified on the website), and makes evaluation using the 
statistics for assess tool performance quality proposed by Tompa [15]. The correctness 
of the algorithms is assessed on nucleotide level [16]. Despite that there are several 
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different values which we can use to evaluate each algorithm, we will focus on the two 
most important: nCC (nucleotide level correlation coefficient) and nASP (nucleotide 
level performance coefficient) [17]. In fact, nCC is the Pearson product-moment 
coefficient of correlation [18] in the particular case of two binary variables. In this case, 
the first variable represents the known while the second one represents the predicted 
nucleotide positions. nCC measures the correlation between those two sets of positons 
and its value ranges from –1 or perfect anti-correlation to +1 or perfect correlation. 
Thus, if the predicted motifs completely match with the known binding sites, nCC will 
be +1. If there are not matches at all, which means that zero nucleotide positions in the 
motif are predicted correctly, the expected value of nCC would be 0, indicating no 
correlation.  

Single motif tool also offers the possibility to compare the results of our algorithms 
with the results of Weeder [19] and MEME [20, 21] for the same datasets of the 
specified benchmark. 

Additionally, we should specify that we were executing the greedy and random 
algorithms using just one value of k (the length of the motif), because the benchmark 
gives us information about the correct results for every dataset. In case when we do not 
know the correct results, algorithms should be run multiple times for different values 
of k (usually 6 ≤ k ≤ 24). Also, we will not pay a lot of attention to the execution time 
of the algorithms because greedy and random algorithms usually perform well from 
that point of view. 

 
6.1 Algorithm Markov 

 
Fig. 2. nCC values for each of the tested algorithms for the algorithm_markov benchmark 
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On figure 2 are shown the nCC values of the algorithms for all datasets from the 
algorithm_markov benchmark. GreedyAlgorithm has best average nCC value and we 
can say that this algorithm showed best results for the synthetic datasets generated using 
Markov model. GreedyAlgorithm and RandomAlgorithm gave one completely 
correct result (for M01068 dataset) and several other good motif predictions that have 
nCC value bigger than 0.5. In fact, most of their values are almost the same and big 
part of the chart lines overlap with each other. On the other hand, these algorithms had 
bad results for most of the datasets from this benchmark, with nCC value range between 
-0.1 and 0.05. 

Figure 3 represents the nASP values of the algorithms for the same datasets. Again, 
GreedyAlgorithm had best performances (avg. = 0.123), but the difference among the 
tested algorithms, in this case, is a bit smaller. In most cases, nASP values are pretty 
much identical to the corresponding nCC values. This usually happens for all dataset 
types. 

 

 
Fig. 3. nASP values for each of the tested algorithms for the algorithm_markov benchmark 

6.2 Algorithm Real 

The results from the testing of the algorithms on the algorithm_real datasets are shown 
in figure 4. Greedy and random algorithms were significantly better than Weeder and 
MEME. GreedyAlgorithm again showed best performances, but the difference is not 
that big. Even though this algorithm is ranked in the first place (avg. = 0.120), it did not 
give a completely correct result for any of the algorithm_real datasets. 
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RandomAlgorithm did that for the same dataset as before (M01068) and its average 
nCC value is notably better for this benchmark (avg. = 0.114). That is due to its good 
performances on several datasets (around 10) where the algorithm nCC value is bigger 
than 0.4, which means that predicted results are partially overlapping with the correct 
motifs. 

 

 
Fig. 4 nCC values for each of the tested algorithms for the algorithm_real benchmark 

-0.1
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

M
00

44
1

M
00

62
1

M
00

63
9

M
00

65
0

M
00

65
8

M
00

69
7

M
00

70
1

M
00

71
2

M
00

74
3

M
00

76
5

M
00

77
4

M
00

79
9

M
00

80
9

M
00

91
8

M
00

92
0

M
00

93
6

M
00

93
9

M
00

96
5

M
00

97
8

M
00

98
2

M
00

99
8

M
01

01
1

M
01

02
8

M
01

03
6

M
01

06
7

nC
C

Datasets

Algorithm Real benchmark (nCC)

Weeder: avg = 0.096 MEME: avg = 0.083

Greedy: avg = 0.120 Random: avg = 0.114

93

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



 

 
Fig. 5. nASP values for each of the tested algorithms for the algorithm_real benchmark 

Figure 5 shows the nASP values for the same datasets and algorithms. Here, Weeder 
(avg. = 0.137) showed better performances than greedy and random algorithms, while 
MEME (avg. = 0.098) was far behind. Tested greedy and random algorithms had almost 
the same average values of 0.129 and 0.124 respectively, which is better than their 
values for the previous Markov model (this refers especially to the 
RandomAlgorithm). 

6.3 Model Real 

Figure 6 shows nCC values for the most complicated and “more difficult” datasets 
which belong to the model_real benchmark. Here, greedy and random algorithms had 
worse results than Weeder, while MEME results were very bad. GreedyAlgorithm and 
RandomAlgorithm results were significantly worse for these datasets and we can see 
that there is just one nCC value (for one dataset) which is bigger than 0.5.  

Most of the nCC values of the greedy and random algorithms are around 0, which is 
not a good sign and means that in these situations we are not even close enough to the 
real motifs of the Dna sequences that we are checking.  

Compared to RandomAlgorithm, GreedyAlgorithm again showed slightly better 
performances. 
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Fig. 6. nCC values for each of the tested algorithms for the model_real benchmark 

The situation with the nASP values is the same and it is shown in figure 7. The main 
difference here is that the average nASP value of Weeder is quite bigger than other 
corresponding values, which means that Weeder outperforms the other algorithms in 
this particular part. 
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Fig. 7. nASP values for each of the tested algorithms for the model_real benchmark 

6.4 Summarizing the results 

After testing the greedy and random algorithms with the Single motif tool, using the 
data from the previously defined benchmark, we got one global image about their 
performances in the process of detecting the binding sites for the transcription factors. 

Both algorithms (GreedyAlgorithm and RandomAlgorithm) were tested with all 
three different dataset types offered by the specified benchmark (algorithm_markov, 
algorithm_real and model_real). The results were compared with the ones from Weeder 
and MEME (automatically calculated by the tool itself). Beside all charts and diagrams 
that we used to show the final results, we can also create simple tables where we can 
summarize all nCC (see Table 1) and nASP (see Table 2) values. 

According to the nCC, we can see that GreedyAlgorithm is dominant compared to 
the other algorithms. This algorithm showed best performances for the 
algorithm_markov and algorithm_real benchmarks and it has a second-best result for 
the model_real benchmark, so we can easily put it in the first place in these circustances. 
An important characteristic for this algorithm is that in most cases, either it points out 
to the correct solution or gives a completely wrong answer.  

On the other hand, MEME had the worst results for two types of datasets and we can 
say that it showed very poor performances in this ranking. The differences between the 
values of nCC are not very big among all algorithms. 
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Weeder 0.052 0.096 0.105 

MEME 0.097 0.083 0.029 

GreedyAlgorithm 0.113 0.120 0.08 

RandomAlgorithm 0.088 0.114 0.072 

Table 1. nCC values for each of the tested algorithms for each dataset type  

It is very interesting that the positive results for the greedy and random algorithms 
are almost for same datasets. In fact, we can separate few datasets from each benchmark 
type for which all algorithms gave a high result, especially dataset М01068 
(algorithm_markov and algorithm_real) for which we got completely correct result 
from GreedyAlgorithm and RandomAlgorithm. Those are mostly the datasets which 
have big discrimination coefficient, so algorithms can distinguish easier between the 
motifs and the rest of the DNA. If we consider only the results for these “easier” 
datasets, then the nCC values for all algorithms will be significantly bigger.  
 

 Algorithm Markov Algorithm Real Model Real 

Weeder 0.088 0.137 0.137 

MEME 0.111 0.098 0.044 

GreedyAlgorithm 0.123 0.129 0.087 

RandomAlgorithm 0.098 0.124 0.079 

Table 2. nASP values for each of the tested algorithms for each dataset type 

If we check the results for the second performance measuring variable, nASP, we 
can see that the situation here is a bit different. Weeder takes the first place and it is 
slightly better than GreedyAlgorithm. According to the worst results, we can point out 
that MEME again is the worst algorithm among the ones that we are testing.  

Greedy algorithms showed better results than the random algorithms for both 
performance coefficients, especially for the synthetic datasets generated using Markov 
models. nCC and nASP values are changing pretty much in the same way in all cases, 
so we can say that every algorithm (especially GreedyAlgorithm and 
RandomAlgorithm) gave almost the same results for each dataset compared to the 
other algorithms. 

The results for algorithm_markov and algorithm_real datasets are significantly 
better than the ones for model_real datasets. That is a consequence, as we indicate 
before, to the possibility to easier separate the motifs from the rest of the DNA in these 
sequences (bigger discrimination coefficient). An exception is Weeder, which showed 
better performances for this dataset type. 
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In general, GreedyAlgorithm and Weeder showed best performances. During the 
testing, we did not focus on the time needed to run these algorithms, so here we can 
point out that GreedyAlgorithm is very fast and quite faster than the other ones, which 
even more confirms its rank obtained as a result of the tests. RandomAlgorithm 
performances were not bad compared to these two algorithms, but it performed slightly 
worse. MEME performances, at least for these datasets, were not very convincing. 

As we mentioned before, the algorithms were tested with known length of the 
resultant motif (k). If we did not know that, in most cases, nCC and nASP values would 
have been smaller and we would have gotten worse performances.  

Especially important here is to point out that we run RandomAlgorithm 10000 
times for each dataset from the benchmark. Usually, algorithms of this type can be run 
millions of times in order to get better results. We were not able to do that because of 
the limited resources available to us. If this was not the case, probably we would have 
gotten better results (even maybe the best results compared to the other algorithms) at 
the expense of the longer execution time. 

7 Conclusion 

Comparative analysis of the greedy and random algorithms showed their advantages 
and disadvantages in the process of detecting the motifs in the DNA sequences. Using 
different tools, datasets and statistics we managed to calculate the results and 
performances of these algorithms. This information was presented with few different 
charts and tables which are very easy to understand. Using all of this data, we gave our 
view of the results which we got during the testing. 

In the end, we will briefly conclude that these algorithms have some average 
performances compared to the others which are available for the bioinformaticians at 
this time. However, these performances are still far from what we need and want. 
Average nCC and nASP values of 0.1 are still so far from the perfect 1.  

Also, we did not pay special attention to the execution time of these algorithms 
which is a very important measure for the overall performances of one algorithm. As 
we mentioned before, there are several other algorithms which can give us the correct 
answer, but their runtime is huge. We focused on a fast algorithms which are not 
guaranteed to return exact solutions, but they do quickly find approximate solutions. 
Greedy algorithms always point to the same solution, which is not the case with the 
random algorithms. With proper technology, random algorithms can explore millions, 
or even billions of solutions, which could be time consuming, but the probability for 
finding the best solution will go higher and higher with each new run of the algorithm. 
That means, using appropriate technology, random algorithms can give us the best 
results in comparison with the other tested algorithms and most likely their usage in 
this bioinformatics field will grown significantly in the near future. Their performance 
will become even better with the future advances in the computer technologies. This 
means that in the future there is room for improvement of the existing algorithms and 
creating new ones which will perform better. 
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Abstract. The standard representation of a quasigroup of order m uses m2 bits. 
In this paper, it is introduced a new way for representation of a class of 
quasigroups of order 2n, that reduces the number of bits required for the 
representation. The focus is placed on a class of quasigroups that can be 
represented as a linear combination of the operands, which requires ln(m) bits for 
storage a quasigroup of order m. Moreover, some characteristics about the 
parameters, i.e. matrices, that are used for defining such quasigroups are given. 
This model for presentation of quasigroups can be easily used for further testing 
of their coding and cryptographic features. 

Keywords: Quasigroups of order 2n ∙ Boolean matrix ∙ Boolean vectors ∙ Linear 
combination. 

1 Introduction 

Like many other mathematical theories, the theory of quasigroups is introduced with 
no useful purpose and without taking care about its applicability. But, because of the 
interesting properties of these structures, the theory of quasigroups has been developed 
into a very respectable branch of mathematics with various applications. Quasigroups, 
in theory of designs known as Latin squares, found statistical applications as 
experimental designs. Many row-column designs are constructed by concatenating 
Latin squares [1]. Nowadays, they have practical applications in cryptology and coding 
theory. A class of codes, Random codes, based on quasigroups, is proposed in [2] and 
their properties are analyzed in [3]. There are also many cryptographic algorithms 
formed based on quasigroups. J. Denes and A. D. Keedwell are the first cryptologists 
that apply quasigroups [4-6]. Quasigroups with some specific properties are used for 
construction of block ciphers [7-9] and hash functions [10-12]. Since the quality of a 
crypto product depends of its resistance on different types of attacks, the differential 
and statistical crypto analysis are integral part in designing such product [7, 9]. 
Studying the quasigroup properties, is of crucial importance [10].  
The interesting nature, as well as their applicability, contributes researching 
quasigroups to not lose its popularity. Many researchers are involved in studying some 
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specific quasigroups like quadratic and rectangular quasigroups, [13, 14], right product 
quasigroups, [15], inverse quasigroups, [16] and some other. Those researches are 
mostly concentrating in finding conditions when some properties or identities are 
satisfied. Other approach is counting the number of Latin squares as well as 
enumerating them up to isomorphism or equivalences [17-20]. 
Because the number of bit strings of length n is 2n, quasigroups of order 2n and their 
parastrophe operations have special importance in coding theory and cryptography [7]. 
Therefore, our interest here is based on these types of quasigroups. The representation 
of such quasigroups as vector valued Boolean functions is initially introduced by 
Gligoroski et al [21, 22], and the benefit of this representation in cryptography and 
coding theory is given in [7] and [23]. According to the degree of the polynomials in 
the Boolean presentations, the quasigroups of order 4 are classified as linear, semi-
linear and quadratic. Further analyze of this type of representation is done in [24], while 
in [25] it is shown that all quasigroups of order 4 can be presented using binary matrices 
of order 2. Using this approach, the quasigroups can be classified depending on the type 
of matrices that characterizes it. This classification is the same with that given in [22]. 
Moreover, it can be concluded that greater number of linearly independent vectors that 
characterizes given quasigroups indicates better cryptographic properties. From the 
other hand, such matrix representation is very simple and clear, needs fewer bits for 
presentation than the standard way, and can be easily used for further investigations of 
its cryptographic and coding properties [24]. All this have contributed to the idea of 
considering a generalization of matrix presentation of quasigroups of order 2n. 
Therefore, in this paper is considered a special type of quasigroups having Boolean 
presentation that can be represented as a sum of linear combinations of the multipliers. 
The benefit of such quasigroups is in the fact that it is needed small number (O(n2)) of 
bits for their representation. That makes them usable in applications that requires 
limited memory. They are defined in the next section, while some properties about the 
form of matrices that are used for representations are given in the sections 3 and 4. 

2 Boolean Bilinear Quasigroups  

Definition 1. Given groupoid (G, ∗) is a quasigroup iff for all 𝑎, 𝑏, 𝑐 ∈ 𝐺 the 
following statements holds: 𝑎 ∗ 𝑏 = 𝑎 ∗ 𝑐 ⇔ 𝑏 = 𝑐  𝑏 ∗ 𝑎 = 𝑐 ∗ 𝑎 ⇔ 𝑏 = 𝑐. 

 
Definition 2. Given a set G = {0, 1, …, m–1}, the m m quadrate structure is called 

Latin square iff all elements in each column and each row are distinct. 
Each Latin square defines finite quasigroup on G and vice versa.  
Let G = {0, 1, 2, ..., m–1}. Then, a normalized, or reduced, Latin square, is a Latin 

square with the first row and column given by {0, 1, 2, ..., m–1}. Similarly, can be 
defined a normalized quasigroup as a quasigroup that satisfies 𝑎 ∗ 0 = 0 ∗ 𝑎 = 𝑎. The 
total number of Latin squares N(m,m) of order m, can be computed from the number of 
normalized Latin squares, L(m,m), using the formula N(m, m) = m!(m –1)!L(m,m). The 
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exact number of Latin squares is known only for m ≤ 11, while the asymptotic value of 
L(m,m) is not known [19]. 

Our interest is concentrated only on quasigroups with |G|=2n. One can choose a 
bijection G → {0,1}n and represent each element from G as a n-bit sequence. Now, 
each quasigroup can be considered as a binary function 𝑓: {0,1}n x {0,1}n →{0,1}n. 
And as it is stated in [7] it can be represented as a vector valued Boolean polynomials. 

 
Lemma 1. For every quasigroup ({0,1}n, ∗) and for each bijection {0,1}2n →{0,1}n 

there are uniquely determined vector valued Boolean functions 𝑓1, … , 𝑓𝑛  such that, for 
each 𝑥, 𝑦 ∈{0,1}n  �⃗� ∗ �⃗� = 𝑓(�⃗�, �⃗�) = (𝑓1(�⃗�, �⃗�), … , 𝑓𝑛(�⃗�, �⃗�)) 

Moreover, as it is proven in [22], each quasigroup of order 2n can be represented as 
vector value Boolean polynomials (this is not true for different order).  

The quasigroups of order 2n with degrees of the polynomial Boolean functions 
greater than 2 are not suitable for construction of multivariate quadratic public-key 
cryptosystem. Those with degree at most two are named in [21] as Multivariate 
Quadratic Quasigroups (MQQ). Special types of MQQ, having a property that all 
quadratic terms are of the form xiyj, are introduced in [23] as bilinear MQQ, and we 
will refer them here as a Bilinear Quasigroups (BQ). Formally BQs are defined as 
follows:   

 
Definition 3. The quasigroup ({0,1}n, ∗) is a Bilinear Quasigroup if the quasigroup 

operation can be represented by a vector valued Boolean function  𝑓(�⃗�, �⃗�) = 𝑧 = �⃗� ∗ �⃗� 
where for some constants 𝑐𝑘, 𝑎𝑘𝑖, 𝑏𝑘𝑖 ∈ {0,1}, 𝑘, 𝑖 = 1, 𝑛̅̅ ̅̅ ̅  
 

1 1 , 1
,

n n n

k k ki i ki kij
i i

i i
i j

jb y d xa yz c x
= = =

= + + +    (1) 

Using following notation: 𝐴 = [𝑎𝑘𝑖], 𝐵 = [𝑏𝑘𝑖], 𝑐 = [𝑐𝑘], 𝐷′𝑖 = [𝑑′𝑘𝑗𝑖 ], where 𝑑′𝑘𝑗𝑖 = 𝑑𝑘𝑖𝑗, and 𝐷′′𝑗 = [𝑑′′𝑘𝑖𝑗 ] where 𝑑′′𝑘𝑖𝑗 = 𝑑𝑘𝑖 , �⃗� ∗ �⃗� can be represented as 

 
1 1

* .
n n

i j
ji i jx y z c Ax By x y c AxD DBy xy

= =

= = + + + = + + +                (2) 

Note 1. Note that the j-th column of the matrix 𝐷′𝑖 is the same with the i-th column 
of the matrix 𝐷′′𝑗. According to Note 1, for a given matrix 𝐷′𝑖 we may construct matrix 𝐷′′𝑗 and vice versa.  

Next Example gives features of matrices A and B. 
Example 1 Given quasigroup of order 23 defined by 

( )1 3 2 3 3 2 1 3 3 3 3 3 1 2 3 2( , 1, ).x y x x y x y x y y x y x y x x x y= + + + + + + + + + + +  

we have 𝑐 = (0,1,0), 𝐴 = [1 0 10 1 00 0 1] , 𝐵 =     [0 1 01 0 10 0 1] , 𝐷′1 = 𝐷′2 = [0 0 00 0 00 1 0] 

and  
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𝐷′3 =  [0 0 10 0 10 1 0]. Also 𝐷′′1 = 𝟎, 𝐷′′2 = [0 0 00 0 01 1 1] and 𝐷′′3 = [0 0 10 0 10 0 0]. 

 

3 Normalized Bilinear Quasigroups and Connection 
between BQ and Normalized BQ 

 
It is easy to check that the matrices A and B in the Example 1 are nonsingular. Next 

Theorem proves that this assumption must be always true. 
 
Theorem 1. Let a BQ ({0,1}n, ∗) is defined by (2). Then the matrices 𝐴 and 𝐵 are 

nonsingular. 
Proof. Clearly for different �⃗�, �⃗� ∗ 0⃗⃗ = 𝑐 + 𝐴�⃗� are all different. This is possible iff A 

is a nonsingular. The non-singularity of B can be shown similarly.        
 
Theorem 2. Let ({0,1}n, ∗) be a groupoid where ∗ is defined as 

1

n

i i
i

x y x y x D y
=

= + +  and ({0,1}n, ∗ ′) be a groupoid with *’ is defined as �⃗� ∗′ �⃗� =(𝐴�⃗�) ∗ (𝐵�⃗�) + 𝑐, where 𝐴 and 𝐵 are nonsingular 𝑛 × 𝑛 binary matrices and 𝑐 is a 
binary n-vector. Then, ({0,1}n, ∗) is a quasigroup iff ({0,1}n, ∗ ′) is a quasigroup. 

Proof. Let assume that ({0,1}n, ∗) is a quasigroup, and let �⃗� ∗′ �⃗� = �⃗� ∗′ 𝑧, then it is 
obtained 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ).x y x z Ax By c Ax Bz c Ax By Ax Bz= + = + =   
Since ∗ is a quasigroup operation 
( ) ( ) ( )*( )Ax By Ax Bz By Bz= = , and because 𝐵 is nonsingular we obtain that �⃗� = 𝑧.  
Similarly, it can be proven that �⃗� ∗′ �⃗� = 𝑡 ∗′ �⃗� ⇔ �⃗� = 𝑡, which completes the proof 

that ({0,1}n, ∗ ′) is a quasigroup. 
In opposite, let us assume that ({0,1}n, ∗ ′) is a quasigroup, and let �⃗� ∗ �⃗� = �⃗� ∗ 𝑧. 

Because 𝐴 and 𝐵 are nonsingular 𝐴−1 and 𝐵−1 exist, therefore, it is obtained: 
1 1 1 1

1 1 1 1

( )* ( ) ( ) ( )
( )* ( ) ( ) ( )

x y x z A A x B B y c A A x B B z c

A x B y A x B z

− − − −

− − − −

= + = +

=
. 

Since ∗ is a quasigroup operation 𝐵−1�⃗� = 𝐵−1𝑧 ⇔ �⃗� = 𝑧. The proof that �⃗� ∗ �⃗� =𝑡 ∗ �⃗� ⇔ �⃗� = 𝑡, is similar. This completes the proof that ({0,1}n, ∗) is a quasigroup.    
 

 It is easy to check that a BQ is normalized if and only if 𝐴 = 𝐵 = 𝐸 and 𝑐 = 0, so we 
will refer to them as normalized BQs, (NBQ). Note that not all normalized quasigroups 
are of this form. 

Below we will prove that each BQ can be represented using NBQ, two nonsingular 𝑛 × 𝑛 binary matrices and a binary n-vector. 
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Theorem 3. Let a BQ ({0,1}n, ∗) is defined with (2). Then there is a NBQ ({0,1}n, ∗′ ) such that 

 ( )*( ) ,x y Ax By c= +   (3) 

where 𝐴 and 𝐵 are nonsingular 𝑛 × 𝑛 Boolean matrices and 𝑐 is a Boolean n-vector. 
Proof. Since, 𝐴 and 𝐵 are nonsingular, 𝐴–1 and 𝐵–1 exist and (2) can be represented 

as  

( )1 1 1

1 1

( ) ( ) ( )
n n

T T
i i i i

i i

x y c Ax By e x D B By c Ax By e A Ax D B By− − −

= =

= + + + = + + +  

If we denote the m-th coordinate of the vector �⃗�𝑖 𝑇𝐴−1 with �̂�𝑖𝑚 and the m-th 
coordinate of the vector 𝐴�⃗� with (𝐴�⃗�)𝑚, the above equation can be represented as: 

( )

( )

1 1

1 1 1

1

1 1

ˆ( ) ( )

ˆ ( )

n n n
T
i i im im

i i m

n n

im im
m i

x y c Ax By e x D B By c Ax By a Ax D B By

c Ax By Ax a D B By

− −

= = =

−

= =

= + + + = + + + =

= + + +

 

Taking 1

1

ˆ ( )
n

m im i
i

D a D B−

=

= , the quasigroup operation defined by

1

ˆ '
n

m m
m

x y x y x D y
=

= + +  is a NBQ, for which (3) exists.                                        

Example 2. The quasigroup of order 23 defined in Example 1 can be represented by (𝐴�⃗�) ∗ (𝐵�⃗�) + 𝑐, where 𝐴, 𝐵 and 𝑐 are given in Example 1 and its corresponding NBQ 
({0,1}3, *) is defined by: 
( ) ( )1 2 3 1 2 3 1 1 3 1 3 2 2 2 3 1 3 2 3 3 1 1 2 1, , , , ( , , )x x x y y y x y x y x y x y x y x y x y x y x y= + + + + + + + + +  

For this NBQ 𝐷′1 = 𝐷′2 = [0 0 00 0 01 0 0] and 𝐷′3 = [1 1 01 1 00 0 0]. 

The last Theorem shows that, for a given NBQ operation we may construct others 
BQ by choosing two 𝑛 × 𝑛 nonsingular binary matrices and one n-binary vector. 

This result shows that using this type of representation, BQ can be defined with log 
complexity, while standard definition has quadratic complexity. In fact, to represent 
quasigroup (G, *) of order m=2n in standard way, n bits representation is needed for 
each element of G and 4𝑛 places for representation of the quasigroup operation. There 
are total  𝑛4𝑛 = 𝑚2 log2 𝑚 = Θ(𝑚2 ln 𝑚) bits. Using the results obtained here, it is 
shown that each normalized BQ can be represented using n nonsingular binary matrices 
of order n, which requires 𝑛3 bits. For matrices A and B, 2𝑛2 bits are required, while to 
represent the n-vector 𝑐 , n bits are needed. There are total  𝑛3 + 2𝑛2 + 𝑛 = Θ(ln 𝑚) 
bits, which is significantly better compared to the standard way. 

   Note that for a given normalized quasigroup of order m, there are m!(m – 1)! other 
quasigroups that are obtained by permutation of column and rows of the corresponding 
Latin square. And not all of them are obtained on this way. The number of BQ is given 
by the next Theorem. 
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Theorem 4. Given NBQ ({0,1}n, ∗), there are exactly  
2

1

0

2 (2 2 )n n
n

k

k
−

=

− BQ ({0,1}n, ∗ ′) such that �⃗� ∗′ �⃗� = (𝐴�⃗�) ∗ (𝐵�⃗�) + 𝑐. 
Proof. The number of such BQs of order 2n depends of the number of choices for 𝐴, 𝐵 and 𝑐, i.e. if 𝑁𝐴, 𝑁𝐵  and 𝑁𝑐 are numbers of choices for 𝐴, 𝐵 and 𝑐 respectivly, then 

the number of BQs ({0,1}n, ∗ ′) such that �⃗� ∗′ �⃗� = (𝐴�⃗�) ∗ (𝐵�⃗�) + 𝑐 is equal to 𝑁𝐴𝑁𝐵𝑁𝑐. Clearly, 𝑁𝑐 = 2𝑛. Moreover,  𝑁𝐴 = 𝑁𝐵 is equal to the number of nonsingular 

binary matrices of order n. It can be proven that this number is equal to 
1

0

(2 2 )
n

k

n k
−

=

− . 
Given first k row vectors of A, there are exactly 2𝑛 − 2𝑘  possibilities to choose k+1-th 
row vector. The last statement is true for k = 1, since the first-row vector of 𝐴 can be 
any other n-vector except 0⃗⃗ and that can be chosen in 2𝑛 − 1 = 2𝑛 − 20 different ways. 
The k + 1-th row vector is independent of the previously chosen k vectors, �⃗�1, �⃗�2, … . , �⃗�𝑘, therefore, it can be represented as 

1

k

i i
i

a
=

. Since there are 2𝑘  possibilities 

for choosing such vector, this one can be chosen in  2𝑛 − 2𝑘  ways. Those are the 

number of  𝑛 × 𝑛 nonsingular binary matrices that are equal to
1

0

(2 2 )
n

k

n k
−

=

− , which 

completes the proof.                        
Directly from the last Theorem we obtain the following: 

Corollary 1. The number of BQ({0,1}n, ∗ ′) is equal to 
1

0

22 (2 2 )
n

n n k

k

−

=

− , where 𝜂 is the number of NBQ of order 2𝑛. 
 

4 Properties of NBQs 

Since any BQ of order 2𝑛 can be represented trough some NBQ of order 2𝑛, the 
problem of constructing some BQ is reduced to a problem of constructing NBQ. But, 
not all matrices D define quasigroup. Therefore, in this section we make a deeper 
analysis of the properties of that matrices. That can be helpful for determining and 
generating a BQ. Let us refer to the form of the NBQ:  

 
1 1

n n

i i j j
i j

x y x y x D y x y y D x
= =

= + + = + +    (4) 

It is clear that, each NBQ is completely defined by one of the vectors of binary 𝑛 × 𝑛 matrices (𝐷′1, … , 𝐷′𝑛) and (𝐷′′1, … , 𝐷′′𝑛). The first vector, (𝐷′1, … , 𝐷′𝑛), 
corresponding to the first operand is called NBQ matrix vector for the first operand 
(NBQV1), and the second one, the vector (𝐷′′1, … , 𝐷′′𝑛) corresponding to the second 
operand, is called NBQ matrix vector for the second operand (NBQV2). According to 
Note 1, the j-th column of the matrix 𝐷′𝑖 is the same with the i-th column of the matrix 
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𝐷′′𝑗. Thus, if NBQV1 (𝐷′1, … , 𝐷′𝑛) is given, NBQV2 is uniquely determined. Therefore, 
we will refer NBQV2 corresponding to NBQV1 (𝐷′1, … , 𝐷′𝑛), to the vector of binary 𝑛 
× 𝑛 matrices (𝐷′′1, … , 𝐷′′𝑛) obtained such that i-th column of the matrix 𝐷′′𝑗 is equal 
to the j-th column of the matrix 𝐷′𝑖. Similarly, for a given NBQV2, (𝐷′′1, … , 𝐷′′𝑛) the 
vector of binary 𝑛 × 𝑛 matrices (𝐷′1, … , 𝐷′𝑛) obtained such that j-th column of the 
matrix 𝐷′𝑖 is equal to the i-th column of the matrix 𝐷′′𝑗 will be called NBQV1 
corresponding to NBQV2 (𝐷′′1, … , 𝐷′′𝑛).  

   Next, we analyze a property NBQVk, k=1,2, that matrices have.  
 
Theorem 5. A vector of binary 𝑛 × 𝑛 matrices (�̂�1, … , �̂�𝑛) is a NBQV1 (NBQV2) for 

some BQ ({0,1}n, *) if and only if ∀𝛼1, … , 𝛼𝑛 ∈ {0,1},
1

1ˆ
n

i i
i

E D
=

+ =  

Proof. We will give the proof for NBQV1 only, since the proof for NBQV2 is similar. 
Let  �⃗� = (𝛼1, … , 𝛼𝑛). Since the operation * is quasigroup operation, from (4) follows 
that �⃗�1 ≠ �⃗�2 and implies  

1 2
1 1

ˆ ˆ
n n

i i i i
i i

E D y E D y
= =

+ +  so, 

 
1

1ˆ
n

i i
i

E D
=

+ = . 

On the other hand, let (�̂�1, … , �̂�𝑛) ∀𝛼1, … , 𝛼𝑛 ∈ {0,1}, 
1

1ˆ
n

i i
i

E D
=

+ = and let �⃗�, �⃗�1 

and �⃗�2 are vectors such that �⃗� ∗ �⃗�1 = �⃗� ∗ �⃗�2. Choosing �⃗� such that 𝑥𝑖 = 𝛼𝑖  , can be 
obtained: 

1 1 2 2 1 2
1 1 1 1

ˆ ˆ ˆ ˆ .
n n n n

i i i i i i i i
i i i i

y D y y D y E D y E D y
= = = =

+ = + + = +  

From 
1

1ˆ
n

i i
i

E D
=

+ =  follows that 
1

1

ˆ
n

i i
i

E D
=

−

+ exists, so �⃗�1 = �⃗�2.                                      

 
Example 3. For the normalized BQ given in Example 2 follows: |𝐸 + 𝐷′1| = |𝐸 + 𝐷′2| = |1 0 00 1 01 0 1|,   
|𝐸 + 𝐷′3| = |𝐸 + 𝐷′1 + 𝐷′2 + 𝐷′3| = |0 1 01 0 00 0 1|,  
|𝐸 + 𝐷′1 + 𝐷′2| = |𝐸| and |𝐸 + 𝐷′1 + 𝐷′3| = |𝐸 + 𝐷′2 + 𝐷′3| = |0 1 01 0 01 0 1|. 
All those determinants are equal to 1. 
The next Lemma gives characteristic about row and column vectors of the 𝑛 × 𝑛 

matrix H which satisfies 𝐻 + 𝐸 = 1. 
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Lemma 2. Given 𝑛 × 𝑛 matrix H, we denote i-th row vector by ℎ⃗⃗𝑖  and i-th column 
vector by ℎ⃗⃗′𝑖 . Then,  |𝐻 + 𝐸| = 1 iff ∀𝛼1, … , 𝛼𝑛 ∈ {0,1} such that at least one of them 

is different than 0, 
1 1

n n

i i i i
i i

h e
= =

 and 
1 1

n n

i i i i
i i

h e
= =

. 

Proof. Assume that ∃𝛼1, … , 𝛼𝑛 ∈ {0,1} such that at least one of them is different than 

0 and 
1 1

n n

i i i i
i i

h e
= =

,  (
1 1

n n

i i i i
i i

h e
= =

). This is equivalent to ( )
1

0
n

i i i
i

h e
=

+ = , 

( ( )
1

0
n

i i i
i

h e
=

+ = ). This is true if and only if there is a nontrivial linear combination 

of the row vectors (column vectors) in 𝐻 + 𝐸, equals to 0. That is in contradiction with |𝐻 + 𝐸| = 1.                   
Using this Lemma, the following will be proven: 
 
Theorem 6. The vector of binary 𝑛 × 𝑛 matrices (�̂�1, … , �̂�𝑛) is a NBQV1 and NBQV2 

for some quasigroup ({0,1}n, *) if and only if ∀𝛼1, … , 𝛼𝑛 ∈ {0,1} such that 
1

0

(1 ) 0i

n

k

−

=

+ , the vector space generated by the column vectors of the matrix 

1

ˆ
n

i i
i

D
=

  is independent of the vector 
1

n

i i
i

e
=

 . And the vector space generated by the 

row vectors of the matrix 
1

ˆ
n

i i
i

D
=

 is independent of the vector 
1

n

i i
i

e
=

. 

Proof. The proof only for NBQV1 and the vector space generated by column vectors 

of the matrix 
1

ˆ
n

i i
i

D
=

will be given, since the proof for NBQV2 and the proof for row 

vectors are similar. Let (�̂�1, … , �̂�𝑛) = (𝐷′1, … , 𝐷′𝑛). In order to prove that the vector 

space generated by column vectors of the matrix 
1

ˆ
n

i i
i

M D
=

=  is independent of the 

vector 
1

n

i i
i

e
=

, we need to prove that ∀𝑥1, … , 𝑥𝑛 ∈ {0,1}, 
1 1

n n

i i j j
i j

e x m
= =

. Let 

(𝐷′′1, … , 𝐷′′𝑛) be the NBQV2 corresponding to (𝐷′1, … , 𝐷′𝑛) and set
1

n

j j
j

H x D
=

=  , 

for arbitrary 𝑥1, … , 𝑥𝑛 ∈ {0,1}. From Theorem 5 |𝐻 + 𝐸| = 1 and from Lemma 2 this 

is equivalent to 
1 1

n n

i i i i
i i

h e
= =

. Now, 

( )
1 1 1 1 1 1

,
n n n n n n

i i i i i j j i j j i
i i i j i ji

e h x D x D
= = = = = =

= =  
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where (∑ 𝑥𝑖𝐷′′𝑗𝑛𝑗=1 )𝑖⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  is the i-th column vector of the matrix ∑ 𝑥𝑖𝐷′′𝑗𝑛𝑗=1 , and (𝐷′′𝑗)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ 𝑖 
is the i-th column vector of the matrix 𝐷′′𝑗. Since j-th column vector of the matrix 𝐷′𝑖 
is equal to the i-th column vector of the matrix 𝐷′𝑗 , it follows  

( ) ( )
1 1 1 1 1 1

ˆ .
n n n n n n

i i i j i j i i j jj ji i j j i j

e x D x D x m
= = = = = =

= =                       

Using NBQV1 vector of binary 𝑛 × 𝑛 matrices (𝐷′1, … , 𝐷′𝑛) or NBQV2 vector of 
binary 𝑛 × 𝑛 matrices (𝐷′′1, … , 𝐷′′𝑛), we will construct new matrices 𝐹𝑖 from the i-th 
rows of the matrices 𝐷′𝑗, 𝑗 = 1, . . 𝑛 , accordingly. According to Note 1, the columns of 𝐹𝑖 are in fact the i-th rows of the matrices  𝐷′′𝑖 . More formally, next definition is given. 

 
Definition 5. Given NBQV1, (𝐷′1, … , 𝐷′𝑛) and its corresponding NBQV2 (𝐷′′1, … , 𝐷′′𝑛), we define vector of matrices (𝐹1, … , 𝐹𝑛 ), where the j-th row of the 

matrix 𝐹𝑖 is equal to the i-th row of the matrix 𝐷′𝑗 and the j-th column of the matrix 𝐹𝑖 
is equal to the i-th row of the matrix 𝐷′′𝑗 . This vector will be called normalized BQ 
matrix vector (NBQMV). 

Note that besides NBQV1, and NBQV2, each NBQ is completely defined by NBQMV 
, too. Moreover, given a NBQMV (𝐹1, … , 𝐹𝑛 ), its corresponding NBQV1, (𝐷′1, … , 𝐷′𝑛) 
and NBQV2 (𝐷′′1, … , 𝐷′′𝑛), can be constructed, by setting the i-th row of the matrix 𝐷′𝑗 
to be the j-th row of the matrix 𝐹𝑖, and i-th row of the matrix 𝐷′′𝑗  to be the j-th column 
of the matrix 𝐹𝑖 . 

From the last Theorem and the construction of row vectors of (𝐹1, … , 𝐹𝑛 ) the 
following is obtained: 

 
Theorem 7. The vector of binary 𝑛 × 𝑛 matrices (𝐹1, … , 𝐹𝑛 ) is NBQMV if and  only 

if ∀𝛼1, … , 𝛼𝑛 ∈ {0,1},  the vector 
1

n

i i
i

e
=

 is independent of the vector spaces generated 

by the row-vectors and the column-vectors of the matrix  
1

n

i i
i

F
=

. 

Next Theorem gives a form of the matrices (𝐹1, … , 𝐹𝑛). 
 
Theorem 8. If the vector of binary 𝑛 × 𝑛 matrices (𝐹1, … , 𝐹𝑛 ) is NBQMV then the 

i-th row vector of the matrix 𝐹𝑖 is a linear combination of the other row vectors of 𝐹𝑖 
and the i-th column vector of the matrix 𝐹𝑖 is a linear combination of the other column 
vectors of 𝐹𝑖 . 

Proof. Assume that (𝐹1, … , 𝐹𝑛) is NBQMV and that the i-th column vector of 𝐹𝑖 is 
not a linear combination of the other column vectors of 𝐹𝑖. It can be constructed the 𝑛 
× (𝑛 − 1) matrix 𝐹′𝑖 by deleting the i-th column of 𝐹𝑖. Clearly, the rang of 𝐹′𝑖, k’, is less 
than the rank of 𝐹𝑖, k, i.e. k’< k < n. By row Gauss transformation, 𝐹′𝑖  can be 
transformed in upper triangular matrix 𝐹′̂𝑖, and there is a matrix N such that 𝑁𝐹′𝑖 = 𝐹′̂𝑖 . 
By the same transformation on 𝐹𝑖 , matrix 𝑁𝐹𝑖 = �̂�𝑖 can be obtained. And since the rank 
of �̂�𝑖 is lower than the rank of 𝐹′̂𝑖 , the k+1-th row vector of that matrix �̂�𝑖 must be �⃗�𝑖. 
Now, it is obtained that the k + 1-th row vector of the matrix N defines linear 
transformation of the row vectors of 𝐹𝑖 equal to �⃗�𝑖 . That is in contradiction with 
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Theorem 7, which says that the vector �⃗�𝑖 is independent to the vector spaces generated 
by the row vectors of the matrix 𝐹𝑖. Similarly, it can be proven that, when the i-th row 
vector of 𝐹𝑖 is not a linear combination of the other row vectors of 𝐹𝑖, then there is a 
linear combination of the column vectors of 𝐹𝑖 equal to �⃗�𝑖 .                             

According to the last Theorem, instead with 𝑛2 parameters, each 𝑛 × 𝑛 matrix 𝐹𝑖 can 
be represented by (𝑛 − 1)2 + 2(𝑛 − 1) parameters. (𝑛 − 1)2 of those parameters are 
for the coordinates that are not on the i-th row and i-th column, and the rest 2(𝑛 − 1) 
parameters define the linear combinations of the the i-th row and i-th column.  

 
Example 4. Refer to the NBQ from Example 2 where 𝐹1 = 𝐹2 = [0 0 00 0 01 1 0] and 𝐹3 = [1 0 01 0 00 0 0]. 

Because, the first-row vector of 𝐹1, the second-row vector of 𝐹2 and the third row 
and column vector of 𝐹3 are zero vectors. Therefore, they can be represented as a 
(trivial) linear combination of other row vectors of appropriate matrices. On the other 
hand, the column vectors of 𝐹1 and 𝐹2 are (0,0,1), (0,0,1) and (0,0,0). Since (0,0,1) = 1  
(0,0,1) +1  (0,0,0), the first column vector of 𝐹1 is a linear combination of the other 
column vectors of 𝐹1 and the second column vector of 𝐹2 is a linear combination of the 
other column vectors of 𝐹2. 

    Let us consider the vector spaces generated by the row vectors of the linear 
combinations of those matrices. First, the row vectors of 𝐹1 and 𝐹2 generate the vector 
space: {(0,0,0), (0,1,1)} and it is obvious that (1,0,0) and (0,1,0) are not in that vector 
space. Also, (0,0,1) and (1,1,1) are not in the vector space generated by the row vectors 
of 𝐹3 = 𝐹1 + 𝐹2+𝐹3: {(0,0,0), (1,0,0)}. 𝐹1+𝐹2 = 0, therfore, this matrix generates the 
vector spaces {(0,0,0)}. Clearly, (1,1,0) is not in this space. With 𝐹1+𝐹3 = 𝐹2+𝐹3 =[1 0 01 0 01 1 0] the vector space {(0,0,0), (1,0,0), (0,1,1), (1,1,1)} is generated. The vectors 

(1,0,1) and (0,1,1) are not in this space. 
 

5 Conclusion and Future Work 

 
Starting from the representation of the quasigroups of order 2n as a vector valued 

Boolean polynomials, we consider all quasigroups having a property that by fixing one 
of the operands, the Boolean function becomes a linear, named BLCO-quasigroups. It 
is shown that each BQ operation on {0,1}n can be represent as �⃗� ∗ �⃗� = (𝐴�⃗�) ∗′ (𝐵�⃗�) +𝑐, where ({0,1}n , ∗′ ) is a NBQ and A and B are nonsingular n ×n Boolean matrices. 
This type of representation allows us to define BQ using  (n) bits, instead  (2n) bits 
required for standard definition. This is usable for application where a small memory 
for memorizing quasigroups is essential. In the rest of the paper, some properties about 
the matrices that are used for defining a normalized BLCO-quasigroup, are given. 
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   By using the obtained results, future work can be focused on few directions: 
determining additional regularities of matrices that define BLCO-quasigroups; 
classification of B and finding formulas that define all normalized quasigroups for small 
orders, especially for order 23 and 24; as well as analyzing properties in order to 
determine whether such quasigroups are suitable to be used in coding theory and 
cryptography. Initial observations show that these quasigroups do not have good 
cryptographic properties although there are some attempts to be used in cryptography. 
But simplicity of these quasigroups can be helpful in designing algorithms for error 
detection in codding theory. 
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10. Gligoroski, D., Ødegărd, R.S., Mihova, M., Knapskog, S.J., Drapal, A., Klima, V., 
Amundse, J., El-Hadedy, M., Cryptographic hash function Edon-R, Proceedings on the 1st 
International Workshop on Security and Communication Networks (IWSCN), 2009, IEEE, 
(2011) 

11. Gligoroski, D., Markovski, S., and Kocarev, L.: Edon-R, An infinite family of cryptographic 
hash functions (2006).  

12. Markovski, S., Mileva, A.: NaSHA - The ECRYPT Hash Function, Submission to NIST, 
(2008). 

13. Dudek, W. A.: Quadratical quasigroups, Quasigroups and Related Systems, 4, 913, (1997).  
14. Kinyon, M. K. and Phillips, J. D.: Rectangular quasigroups and loops, Comput. Math. Appl. 

49, 1679 – 1685, (2005).  
15. Kinyon, M. K., Krape, A. and Phillips, J. D.: Right product quasigroups and loops, 

Quasigroups and Related Systems 19, 239 – 264, (2011) 
16. Keedwell, D. and Shcherbacov, V. A.: Quasigroups with an inverse property and generalized 

parastrophic identities, Quasigroups and Related Systems 13, 109 – 124 (2005). 

110

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



17. Hulpke, P., Kaski, P. R. J. OSTERGARD: The Number of Latin Squares of Order 11, 
Mathematic of Computation, Volume 80, Number 274, Pages 1197–1219 (2011). 

18. McKay, B.D., Meynert, A., and Myrvold, W.: Small Latin squares, quasigroups, and loops, 
J. Combin. Des. 15, 98–119, (2007).  

19. McKay, B.D. and Wanless, I.M.: On the number of Latin squares, Ann. Comb. 9 335–344, 
(2005). 

20. Wells, M. B.: The Number of Latin Squares of Order Eight. J. Combin. Th. 3, 98-99, (1967).  
21. Gligoroski, D., Dimitrova, V., Markovski, S.: Quasigroups as Boolean Functions, Their 

Equation Systems and Grobner Bases. In: Sala, M.,Mora, T., Perret, L., Sakata, S., Traverso, 
C. (eds.), Gr¨ obner Bases, Coding, and Cryptography, pp. 415-420. Springer, Heidelberg 
(2008). 

22. Gligoroski, D. and Dimitrova, V. and Markovski, S.: Classification of Quasigroups as 
Boolean Functions, their Algebraic Complexity and Application of Gröbner Bases in 
Solving Systems of Quasigroup Equations, Invited short-note for RISC Book Series, 
Springer, "Groebner, Coding, and Cryptography", Ed. M. Sala, (2007).   

23. Ilievska, N, Gligorovski, D.: Simulation of a quasigroup error-detecting linear code, 
MIPRO, 436- 441 (2015)  

24. Mihova, M., Siljanoska, M., Markovski, S.: Tracing Bit Differences in Strings Transformed 
by Linear Quasigroups of Order 4. In: Proceedings of the 9th Conference for Informatics 
and Information Technology (CIIT 2012), Bitola, Macedonia, pp. 229-233 (2012).  

25. Siljanoska, M., Mihova, M., Markovski, S.: Matrix Presentation of Quasigroups of Order 4, 
proceeding of: 10th Conference for Informatics and Information Technologies (CIIT 2013), 
192- 196, (2014).  

 

111

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



Mobile Sensor System for Detection of Toxic Gases in 
Mines  

Katerina Cekova1, Cveta Martinovska Bande2, Ana Velkova3 and Natasha 
Stojkovich4 

Computer Science Faculty, University Goce Delcev, Stip, R. Macedonia  
1katerina.210171@student.ugd.edu.mk 

2 cveta.martinovska@ugd.edu.mk 
3velkova_ana@yahoo.com  

4natasa.maksimova@ugd.edu.mk 

Abstract. This paper presents an autonomous remote monitoring module for 
measuring the concentration of toxic gases in mines. The system uses 
temperature and humidity sensor DH11, MQ-2 sensor for detecting methane, 
MQ-7 for measuring the concentration of carbon monoxide and MQ-135 for 
measuring the concentration of carbon dioxide. Constituent parts of the module 
are Arduino board and ESP8266 Wi-Fi module capable for TCP/IP connections. 
The main advantage of this low cost prototype is the possibility to be used 
instead of sophisticated equipment that is often unaffordable for many mines in 
developing countries. The proposed system has been tested during an explosion 
at the surface mine Strmosh in Probishtip and has proven to be suitable for 
deployment in underground mines.  

Keywords: Mobile sensor system ∙ Mine toxic gases ∙ Internet of Things.  

1   Introduction 

The development of technology [1, 2] has enabled the concept Internet of Things, 
which was promoted in 2008, to become a reality. Today we are talking about smart 
homes [3], smart industry, smart healthcare [4, 5], smart agriculture [6], etc. At the 
heart of these notions is the idea that all devices, such as household appliances or 
production machines equipped with sensors, can be connected and managed online 
through Internet in the future. 

The Internet of Things offers the opportunity to optimize the maintenance of 
equipment and reduce production costs. Related devices in the industry will be able to 
recognize their own defects and signal before a problem arises which will prevent 
greater losses in the production process. In agriculture sensor networks in the soil and 
in the fields [7], are used for monitoring weather conditions and other factors 
affecting yields. Sensor networks are also used to monitor air pollution [8] in the 
cities. 

In mining [9], the Internet of Things can be implemented in a variety of ways, such 
as remote controlled robotized digging machines or automatic steering of vehicles for 
transporting ore, then automatic activation of the ventilation systems, protecting the 
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miners through the control of the harmful gases and surveillance of the areas where 
there is a risk of explosion. Underground wireless networks have been created in 
several mines around the world [10] to track the location of the people and equipment 
in order to increase safety, improve machine maintenance and ensure greater 
productivity. These mines use fiber-optic cables mounted on the main axes together 
with Wi-Fi access points [11]. In order to allow monitoring and control of the network 
of tunnels in the mines, it is necessary to create a computer network with a certain 
topology using multiple routers, adequately protected from water, falling rocks or 
bumps from vehicles and machines. Typically, RFID and Wi-Fi technologies are used 
to monitor the location of the vehicles and miners, to prevent accidents and to enable 
the personnel to stay connected to the surface centers.  

According to our knowledge in the Macedonian mines computer networks are not 
widely used. Exception of this is Sasa where fiber-optic cable is installed in the main 
axes. Furthermore, monitoring of toxic gases in Macedonian mines has not been 
realized so far using a sensor network. The approach that we present in this paper uses 
a mobile sensor system for monitoring the concentration of methane, carbon dioxide 
and carbon monoxide which are very often released in underground mines. The aim 
was to explore the possibilities for implementation of a wireless sensor system 
considering the safety of the miners using available technology.  

2   System Design  

The system for remote monitoring of toxic gases in restricted regions, such as those 
typically found in underground mines consists of sensor nodes and base nodes that 
control the wireless network and collect data from the sensors. In addition to 
measuring the concentration of toxic gases the proposed system monitors surrounding 
environmental parameters such as temperature and humidity. 

The choice of the sensor network depends on several factors like error tolerance, 
network topology, hardware constraints, transmission medium and power 
consumption. The implemented system uses a mobile robot controlled through a 
mobile phone. The following sensors are used: DH11 for measuring temperature and 
humidity, MQ-2 for detecting methane (CH4), then MQ-7 for measuring the 
concentration of carbon monoxide (CO) and MQ-135 for measuring the concentration 
of carbon dioxide (CO2). 

Several tasks have been realized: (1) Programming of a mobile robot that will 
operate in mine tunnels and that can be controlled through a mobile phone, (2) 
Detection of toxic gases emitted in a mine, (3) Measuring temperature and humidity 
in a mine,  (4) Generating warning signals if the levels of toxic gases or temperature 
are higher than permitted, (5) Full control of the mobile robot using graphical user 
interface created for a mobile phone, (6) Data transmission over a wireless sensor 
network in real time, (7) Data storage in a cloud, (8) Regular display of the date, time, 
type and value of the toxic gases, the temperature and the humidity in the mine. 

The proposed sensor network is intended to connect to a baseline mine network. In 
the contemporary mine networks [11-20] the integrated network is composed of an 
optical cable through the main shaft and Wireless Sensor Networks (WSNs) in the 
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tunnels where monitoring is needed. WSN consists of sensor nodes and access points. 
Sensor nodes are equiped with gas sensors, battery and communication interface.  
Access points have DH11, MQ-2 [21], MQ-7 [22] and MQ-135 [23] gas sensors, 
microprocessor, transceivers and batteries. The transceiver receives commands from 
the central node and transmits the data to the central node. Central node collects the 
sensor data in real time and transmits them to the database located in the server 
through Internet.  

The system is implemented using a network of ЕЅР8266 modules connected in a 
mesh topology. ESP8266 is Wi-Fi module which allows TCP/IP communication and 
has integrated microcontroller. ЕЅР8266 can serve as a client as well as an access 
point (server). The main advantage of this module is the low price that is less than $5. 
ЕЅР8266 can operate as an independent unit, but it can also be connected to Arduino 
board. Moreover it can be directly connected to Internet without additional hardware.  

Some of the modules are used only as mediators while the others are used for 
reading data from the gas sensors. When two ЕЅР8266 modules are connected at least 
one of them has to be configured as an access point. In this mode of operation it can 
be discovered by the other modules. Sensor nodes are programmed to read and send 
data every 15 minutes. Data are sent to the nearest mediator access point. The central 
point (ЕЅР8266) is configured to receive the data from the surrounding access points 
and to send them to the database. The central ЕЅР8266 receives control information 
from the application and send them to the nodes where the mobile robot is located. 
Mobile robot acts as a sensor node to connect to the access points and to send the data 
received from the sensors. Access points are programmed to discover the nearest 
access point, check the availability and send the measurements to the central point.  

The benefits of the WSN network are as follows: expandability of the network 
even when nodes and tunnels are modified making it possible to monitor the mobile 
robot with sensors, using the existing mine network, no need to lay communication 
and power supply lines, sensor nodes can easily be added where additional monitoring 
resources are needed. The architecture of the system is shown in Figure 1.  
 

 
Figure 1: System architecture 
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The system is divided into four main layers. It consists of: 
- Layer for data collection installed on the mobile robot, 
- Control layer, 
- Communication layer and 
- Storage layer and information analysis. 

2.1 Layer for data collection installed on the mobile robot 

This section describes an implementation of a sensor system installed on a mobile 
robot. Constituent part of this module is Arduino microcontroller which is selected 
because of its small dimensions, high reliability and low cost. The sensors for 
measuring the concentration of toxic gases are attached to the microcontroller. The 
control data and the measured sensor values are transmitted via the wireless sensor 
network from the control layer to the mobile robot and vice versa.  

This component processes sensors data, transforms them from analog to digital and 
sends the data to the server through the Wi-Fi interface module. The maximally 
allowed concentrations of the toxic gases are declared in the microcontroller. If they 
are exceeded the microcontroller generates an audio alarm.  

The mobile robot acts as a sensor node that permanently monitors the 
concentration of toxic gases, temperature and humidity in the underground mines.  
Fig. 2 shows the mobile robot and the sensors that are constituent hardware part of the 
system. 

 

 
Figure 2. Mobile robot, sensor node and central node 

2.2 Control layer 

This section provides an overview of the mobile application that controls the mobile 
robot with commands transmitted over the wireless sensor network. The interface is 
shown in Fig. 3. 
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Figure 3. The interface of the mobile application 

Through the mobile application, concentrations of toxic gases obtained from the 
sensor installed on the mobile robot or from the sensors located in the tunnels of the 
mine can be examined. The motion functions of the mobile robot are controlled 
through the control panel and the allowed actions are left, right, forward, back, and 
stop. Different types of gases being measured and their current concentrations are 
displayed on the screen shown in Fig.3, while the maximally allowed gas 
concentrations are displayed on the additional screen. 

When the maximally allowed concentration is exceeded, there is an alarm lamp and 
vibration of the corresponding gas button that appears on the control interface. In the 
software, the color that is displayed changes according to the change of the gas 
concentration of the data obtained from the respective sensors, this is followed by 
vibration. Different warning phases (yellow, orange, red, etc.) are set depending on 
the status of the sensors. 

The mobile application has the following features: 
• Receives real-time information with sensor parameters, 
• Data is displayed on the mobile application (display of data from the mobile robot 

and from various sensors located in the mine tunnels), 
• Provides a graphical display of all data recorded by sensors in the form of tables, 
• Gives a warning at six levels based on the maximally allowed concentration of 

each parameter, 
• Signals with color and vibration based on the maximally allowed value of the 

individual sensor measurements. 

116

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



2.3 Communication layer 

This section gives an overview of the operation and transmission of data through the 
wireless sensor network. Wireless devices have two main functions: (1) data 
collection, (2) data transport.  

Sensor nodes are key elements of a smart environment to protect the health and 
safety of miners during work and in emergency situations. They are used to provide 
communication and to obtain data about the concentration of toxic gases with the aim 
to alert the miners to preserve their health and to provide safety at work.  

In this work we designed and tested inexpensive and easy to use platform for 
developing a wireless sensor network with ESP8266 module. The ESP8266 module is 
a full Wi-Fi chip with TCP/IP capability. This board has an integrated microcontroller 
unit. Among the main advantages of this module is its price. One module costs less 
than $5. Table 1 shows a comparison of prices with other Ethernet and Wi-Fi modules 
ranging from $ 30 to $ 60. 

 
Table 1: Some Transceivers, Ethernet and Wi-Fi module prices 

 
module price 

ESP8266-01 $5 

Ethernet Shield for Arduino  $60 

Zigbee $25 

Wi-Fi Shield Sparkfun $40 

Wi-Fi Shield for Arduino  $80 

Huzzah Wi-Fi shield by Adafruit $40 

ESP8266-12 $7 

 
In WSN various transceivers are used, for example, NRF24L01 +, Zigbee that are 

connected to the central system that transmits data over the Internet. This leads to 
additional hardware and increased costs. ESP8266 can be directly connected to the 
Internet without the need for any additional hardware thus reducing connection 
problems. 

The WSN in the proposed system is implemented using ESP8266 modules. The 
network is divided into subnetworks consisting from several ESP8266 modules. The 
central node has ESP8266 module attached to Arduino Uno board. The modules in the 
subnetworks are organized in some kind of combination between mesh and star 
topology and are used as access points.  

Figure 4 shows a smart environment in the mine that can provide interactivity in 
the working environment of the mine. Each ESP8266 is programmed to read the 
received data from the endpoint sensors and connect to the nearest access point. After 
that the module sends the received data to another access point. Each mediator 
ESP8266 listens and receives the data, and then sends them to the next intermediary 
until the central node is reached. The central node is configured to be the main node 
for data transmission, responsible for receiving, transmitting and processing the data 
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from the closest access points. After receiving the data it then sends them to the cloud 
in a database. Also, the central ESP8266 downloads the control data from the mobile 
application that is transmitted to the nodes where the mobile robot is located. 

 

 
Figure 4. Implementation of WSN with ESP8266 modules 

2.4 Storage area and information analysis  

Storage and data integration are achieved through the cloud computing platform. The 
received data from different zones is transmitted via the wireless sensor network and 
stored in the database. 

By keeping the received data on the cloud, the control team has access to all 
information received from the work environment, and these data do not encounter 
problems such as theft of computer systems or their damage. 

By storing the data on the cloud, remote monitoring is provided. At any time and 
from any place, data can be managed and accessed. In cloud systems, there are no 
restrictions on the number of data being stored, and maintenance costs are reduced. 

This monitoring system consists mainly of two units. The first is a sensor unit and 
the other is a control unit. The sensory unit contains two parts: 
1. An observation unit consisting of a mobile robot and sensor nodes. 
2. A transmission unit consisting of access points and a central node. 

3. Experimental results 

The system is used for data collection, transfer, storage and analysis. The tests in this 
project are done with a Huawei mobile phone with Android OS version 5.1, AWS and 
a mobile robot consisting of a microprocessor (Arduino), two 5V motors, sensors for 
detecting concentration of CO, CO2, CH4, H2 and NH3, DH11 sensor for measuring 
temperature and humidity and ESP8266 module. 

In this section, by testing and analyzing the obtained results, a comparison is made 
between the concentrations of gases measured in a clean and polluted environment. 
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The results obtained are presented in different ways: obtained visual results, analysis 
of the obtained results during remote monitoring in a clean and polluted environment 
and real-time data during an explosion in the surface mine in Strmosh, Probishtip.  

Toxic gases in selected area are permanently monitored by the sensor nodes. Fig. 5 
shows the received data of the mobile application, in real time, showing a variation in 
the gas concentration. Different types of information can be collected, stored and 
processed. The data collections are displayed in tables. 

 

 
Figure 5. Stored output data from the sensor 

When interpreting data related to an event, such as a fire or explosion, the 
explosiveness of the atmosphere is monitored and should be calculated and compared 
with maximally allowed values, which are graphically displayed as in Figure 6. 

 

 
 

  Figure 6. Visual representation of the data when allowed concentration is exceeded  
While reviewing analytical data is essential, the movement and display of the 

respective coefficients and indexes provides a better indication of what is happening 
in the underground environment. 
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When analyzing data from sensors, other parameters that can affect the 
explosiveness of the atmosphere should be taken into account. Therefore, not only the 
level of toxic gases is monitored, but also the temperature and humidity of the air. 

To test the readiness of our system for underground mine sensor deployment 
regarding sensing toxic gases and localizing their sources several laboratory 
experiments are performed. Following figures (Fig. 7, Fig. 8 and Fig. 9) show the 
changes in concentration over time when the system is exposed to carbon monoxide, 
carbon dioxide and methane, respectively. 

 

 
Figure 7. Monitoring carbon monoxide values over time in laboratory. The blue curve shows 
the value of carbon monoxide in a clean environment and the brown curve shows the value 

during the exposure to carbon monoxide  

The sensor module tracks the variability of toxic gases in the air and accurately 
signals when the levels are increased.   

 

 
Figure 8. Monitoring carbon dioxide value over time in laboratory. The yellow curve shows the 
value of carbon dioxide in a clean environment and the blue curve shows the value during the 

exposure to carbon dioxide  

0

0.5

1

1.5

2

2.5

C
on

ce
nt

ra
tio

n 
(p

pm
)

Time steps

0
1000
2000
3000
4000
5000
6000
7000
8000

C
on

ce
nt

ra
tio

n 
(p

pm
)

Time steps

120

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



 

Figure 9. Monitoring methane value over time in laboratory. The yellow curve shows the value 
of methane in a clean environment and the purple curve shows the value during the exposure to 

methane  

The mobile sensor system is used to measure the concentration of the toxic gases 
generated during the explosion in the surface mine Strmosh AD Non-Metallic Mines 
in Probishtip to obtain real-time data. The main activity in Strmosh mine is 
exploitation and processing of non-metallic mineral products: quartzite, opalized tuff 
and zeolite.  

The explosion was carried out using an ammonium nitrate type of explosive. The 
mobile robot was positioned at a distance of 100 meters during the explosion. The 
results obtained are shown in Figure 10. It should be noted that during the 
measurement there was wind. 

 
Figure 10. Monitoring values of toxic gases over time during the explosion in surface mine 

Strmosh. Black curve shows H2 values, orange curve shows CH4 values, red curve shows NH3 
values, green curve shows temperature value, blue curve shows humidity values, yellow curve 

shows CO values and brown curve shows CO2 value 
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Conclusion 

This paper describes application for remote monitoring of toxic gases in underground 
mines. We expect that the data collected during the exploiting phase of the system 
will be useful and will contribute to better protection of the miners.  

The main features of this system can be summarized in the following points: 
- The system accurately measures the concentration of several toxic gases (CO, 

CO2, CH4, H2, NH3) and other environmental parameters such as temperature and 
humidity. 

- The system can be used in highly explosive areas where normal power supply is 
not available or limited. 

- The system provides an audio alarm and a red flashing light as a visual alarm 
when the maximally allowed concentrations are exceeded. 

- The mobile robot can be controlled from the surface. 
- Data is transmitted through a wireless sensor network, making the system 

applicable where wired communication is a problem. The sensor system is portable 
and it can easily be moved from one place to another. 

We plan to upgrade the application with an intelligent decision-making module and 
we are considering two approaches: using publicly available observations and 
methods or leaving the system to learn from experience during the exploitation 
period. The application provides adequate signaling based on the predetermined 
critical levels of certain gases. However, existing triggers for some important events 
such as switching on the ventilation system, warning about the danger of an explosion 
or fire and warning about leaving the site due to increased concentrations of toxic 
gases can be improved by using statistical methods for detecting dependencies 
between parameters. Measured values are stored in a database and can be used for 
further analysis, such as finding interesting events from the gas distributions. 

There are number of topics that are not addressed in this project. For future 
research we plan to experiment with different sensor placements, autonomous 
determination of battery lifetime and additional methods to improve safety in 
underground methods by locating the miners. 
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Abstract. Sleep apnea is a disorder that causes people to stop breathing multiple

times during their sleep, when untreated. It can be diagnosed trough polysomnog-

raphy (PSG), which is a time consuming, expensive and must be performed in

special laboratories. Due to its complexity, different alternatives to PSG have been

developed. This paper presents a system based on the edge-computing paradigm

for detection and alerting of sleep apnea events, using data from a single-channel

ECG sensor. A framework for automated feature selection is used for the extrac-

tion and selection of the important features. Some ECG signal specific features

were also added to the generic framework. We have evaluated several machine

learning algorithms for sleep apnea detection based on the generic features and

the ECG-specific features on a dataset containing 70 recordings, available in the

PhysioNet database. The obtained results show that the combination of generic

features and ECG-specific features improve the detection accuracy to up to 82%

with a small set of about 20 computationally efficient features.

Keywords: Sleep apnea · PhysioNet · ECG · QRS · Feature extraction

1 Introduction

Obstructive sleep apnea (OSA) is a sleep-related breathing disorder that causes upper
airway occlusion during sleep. The reported prevalence is 4% in adult men and 2% in
adult women [1, 2]. Currently there is no home appliance that is capable of diagnos-
ing sleep apnea and this is why it often is undiagnosed. The most common effect of
sleep apnea is excessive daytime sleepiness. It can also increase the risk of developing
cardiovascular (CV) diseases [3–6, ?].

The relationship between OSA and CV disease has been examined by a large num-
ber of community-based studies with smaller number of severe cases of OSA. On the
other hand, clinically based studies with individuals of higher OSA severity record only
a small number of events and are not able to provide enough variables for the models
[8]. This is mostly caused by the inability to perform a long-term follow-up on the pa-
tients [2]. Treatment using nasal continuous positive airway pressure (NCPAP) in the
early stages of the disease could reduce adverse health effects [9].
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of Microsoft Azure for Research through a grant providing computational resources for this
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The degree of severity of the syndrome is measured by using the apnea-hypopnea
index (AHI). The AHI represents the number of apnea-hypopnea events per hour of
sleep. The OSAH is classified as normal, mild, moderate or severe if belongs to the
interval [0; 5), [5; 15), [15; 30), or over 30, respectively.

The sleep quality improvement and heart monitoring technologies are actively adopted
by companies and the market for such devices and software is rising. Some of the com-
mercially available products have the ability to achieve up to 97% accuracy in detecting
paroxysmal atrial fibrillation (AF), the most common type of heart rhythm problem. The
commercially available systems are designed to provide biometric feedback to patients
and doctors.

With the emergence of the edge computing paradigm and the development of cheap
and portable ECG devices, a new opportunity arises to detect sleep apnea in real-time
without the need of patient hospitalization. In this paper we propose an edge-computing
architecture for real time detection of sleep apnea. We evaluate the feasibility of the
architecture with experiments from a real dataset from PhysioNet by developing differ-
ent machine-learning based models for feature extraction and classification. The main
challenge we are addressing is identifying computationally efficient features that can
be computed on devices with lower computational power and battery capacity, such as
portable ECG devices or smart phones.

The remainder of this paper is organized as follows: in section 2 we provide a brief
review of related works for sleep apnea detection and then, in section 3, we present the
proposed approach. Next, in 4 the the system architecture is presented. Subsequently,
in section 5 we we describe the dataset used for testing of the proposed approaches and
discuss the obtained results. Finally, in section 6 we conclude the paper.

2 Related work

The traditional models for sleep studies include recordings of encephalography (EEG),
electro-oculography (EOG), electromyography (EMG), electrocardiography (ECG), res-
piratory effort, oxygen saturation and oronasal airflow [10]. These studies are complex
and require sleeping in specially equipped rooms in hospitals. There are improvements
by the introduction of specialized wearable sensors, like Zephyr BioHarness [11], for
monitoring and tracking multiple biometrics. Most of these sensors are used for moni-
toring. Nonetheless, statistical models or machine learning algorithms can be obtained
on the obtained signals aiming to provide diagnostics aid.

In the last decade machine learning algorithms are often used for processing of large
volumes of bio-physiological data[12, 13]. However, there are quite a few examples in
the literature where machine learning is used for sleep apnea detection. Authors of [14]
present a systematic review of classification techniques for prediction and detection of
sleep apnea. In [15] a ubiquitous sensor system for sleep monitoring is presented. An
approach for sleep apnea detection from an ECG signal based on feed-forward artificial
neural networks is presented in [16].

The approach proposed in this paper uses machine learning and edge-computing
technologies for real-time analysis and detection of sleep apnea. Our approach has the
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ability to monitor multiple parameters via continuous ECG processing and issue notifi-
cations and alarms.

3 Machine Learning Based Apnea Detection

We developed our approach using the automatic feature engineering and selection frame-
work presented in [17, 18]. The proposed framework can be used regardless of the num-
ber of sensors, their type or their body placement location in case of body-worn sensors.

Fig. 1. Electrocardiogram (ECG) wave features and Intervals defined for PQRST wave.

Fig. 2. QRS, P, Q, R, S and T characteristic peaks during 30 seconds of filtered ECG signal

3.1 Generic domain-independent feature extraction and selection

The framework uses a robust process of feature extraction that is executed in several
steps. First, the data is treated like a stream and preprocessed by generating sliding
window batches with a duration of 60 seconds without overlapping. From this se-
ries, multiple statistical measurements are calculated, such as minimum, maximum,
range, mean, standard deviation, skewness, kurtosis, energy per sample, equal width
histograms, quantile-based features, correlation-based features, linear and quadratic fit
coefficients, etc.

Furthermore, from the original time series, first derivatives time series is gener-
ated and delta series based on the relative deviation from the mean value of the read-
ings within one window. Additionally, series derived from Fast Fourier Transformation
(FFT), frequencies, amplitudes and magnitudes are generated. For all of these series,
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multiple statistical features are extracted, similar to the ones computed from the origi-
nal ECG time series. For the detailed feature engineering process we refer the reader to
[17, 18].

3.2 Generating additional Electrocardiogram (ECG) wave features

An electrocardiogram (ECG) is a graph depicting the electrical activity of the heart. An
ECG wave is a periodic wave. During each period, the wave is consisted of a P wave,
QRS complex and a T wave. The importance of the analysis of the ECG signal has been
recognized in the literature and so is the extraction of features [19, 20]. The important
ECG wave features are shown in Fig. 1.

To extract the features from the ECG signals we are using the Python Online and
Offline ECG QRS Detector based on the Pan-Tomkins algorithm [21, 22]. We use the
detector with slight modification to detect the QRS, PR, QRS, QT distances between
peaks as features. We also include the Beats per minute (BPM) as a feature. The char-
acteristic peaks of the ECG signal obtained during a non-apnea segment of 30 seconds
are marked in Fig. 2.

After the distances between the peaks and the BPM are calculated, we extract the
median, mean, maximum value, minimum value, standard deviation and the skewness
from the series of distances between consecutive peaks from the same type. Thus, we
obtain 8 × 6 = 48 ECG-specific features. Then, these features are added to the full
feature set along with the generic features.

3.3 Feature selection

After all of the features are generated, for each feature the framework estimates the fea-

ture importance. All estimations are performed using a Random Forest classifier with
1000 trees and using its feature importance estimates. In addition to the importance, the
framework also calculates the concept distribution drift sensitivity of each feature, as
described in [17]. The features that are selected for the classification need to have high
importance and low drift sensitivity. A grid search with Random Forest is performed to
select the optimal combination of features from the calculated set.

With the feature selection the number of features is reduced to obtain more robust
models and to shorten the model building and recognition time. After the feature se-
lection process, using several machine learning algorithms, we generate classification
models using the reduced feature sets.

A prediction model is defined by the feature subset, classification algorithm, and
algorithm parameters. The evaluated Classification algorithms include: Random Forest,
Extremely Randomized Trees, Support Vector Machines (SVM), Naı̈ve Bayes, Ada
Boost, Logistic regression, kNN.

The following section describes how the proposed approach for sleep apnea detec-
tion can be put into context of an end-to-end production system deployed in a cloud.
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4 System architecture

In this section we describe the architecture of the system for sleep apnea detection that
uses the proposed framework for feature extraction and machine learning, but also lever-
ages the principles of edge computing. The system is composed of two parts that work
together: sensor communicating with mobile application, and web-based application
deployed in the cloud. The general system architecture is shown in Fig 3.

Fig. 3. General system architecture

4.1 Edge component - sensor and mobile application

During the night, when the patient is sleeping, the ECG sensor is attached to the pa-
tient’s body and collects ECG data. In the off-line mode, the smart phone computes
features, and utilizes the already built models to analyze and detect sleep apnea. If ap-
nea is detected, this is recorded and also an alarm (e.g. visual, sound or vibrating) can
be issued so the patient wakes up and puts a CPAP mask or other specially designed
oral appliances, so he/she continue sleeping normally. In an on-line mode, the smart
phone transfers all or some subset of collected data to the cloud, so it can be used
for recalibrating the models and evaluating the performance of the classification mod-
els. Occasionally, when updates of the classification model are available, they could be
pushed to the smart phone, so the performance can be improved in the future.

4.2 Cloud application

The cloud application is the location where the machine learning based processing and
analyses is performed. The sleep apnea detection models are trained based on the Phy-
sioNet data, but also on new data that is collected from patients. Using a personalized
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patient-centric approach, models can be individually calibrated to tune decision thresh-
olds and optimize detection performance for each specific patient. After enough ECG
data has been collected the system can upgraded by using more robust deep learning
approaches to achieve long-term learning and better results. The cloud application also
allows high-level management and monitoring of the whole system, such as: monitoring
predictive performance on user-level, configuring notification system, meta-analysis of
the whole performance, issuing updates of the models, etc.

5 Results

5.1 Methodology

For evaluating the approach, we use the PhisioNet database [23], an online database
that contains a large collection of physiologic signal recordings. In our experiments we
use 70 sleep recordings that contain a single channel ECG with sampling rate of 100Hz.
There are 283 hours of train data, which is split into two distinct subsets for training and
validation of 172 and 111 hours respectively, and 288 hours of independent test data.

According to the Physionet paper [24], all sleep recordings are taken from 32 sub-
jects. From them 25 are male and 7 are female. There is only 1 recording for 4 of the
subjects, 22 subjects contributed with two recordings each, 2 subjects contributed with
3 recordings each, and 4 subjects contributed 4 recordings each. In total there are 70
recordings which were divided into a equally-sized training and test sets.

The selection procedure for the training and test sets is the following. The recordings
were ordered based on the number of minutes with apnea. From those 70 recordings,
from each set is chosen pair of recordings which is randomly picked. One of these
recordings is assigned to the training set, the other recording is assigned to the test set.
With this approach, the distribution of apnea durations was approximately equal in the
training and test sets, each of them containing about 35 recordings.

Each minute of recordings is scored by experts, on the basis of the respiratory and
oxygen saturation signals, using amplitude criteria for airflow and desaturation. No dif-
ferentiation between apnea and hypopnea events is made when events of disordered
breathing were scored [25].

The apnea recordings were arranged in three groups:

– Group A (apnea): recordings with strong, clear occurrence of sleep apnea (more
than 100min). With this criterion there are forty recordings that belong to this
group.

– Group B (borderline): recordings with some degree of sleep apnea (between 5 and
100 minutes). The recordings revealed either mild apnea or obstructive snoring in
otherwise healthy subjects. With this criterion there are 10 recordings that belong
to this group.

– Group C (control): recordings of healthy subjects. These subjects did not have sleep
apnea (they may have fewer than 5 min of apnea) nor habitual snoring. There are
20 recordings that belong to this group.

Considering that the labels from group B were very rare, we performed the follow-
ing mapping. For patients of group B the minutes during which an apnea was detected
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(Group B) were considered to be of apnea recordings, otherwise normal. Likewise,
group C were considered as normal (non-apnea). Thus, a binary classification problem
was obtained, with a goal to classify whether a minute of recording corresponds to a
period when apnea was present.

5.2 Discussion

Throughout the experiments we used the training and testing subsets of the dataset. In
particular, we divided the training subset in training and validation subsets, which were
used for feature selection and classifier parameters fine-tuning. After that we evaluated
the best feature sets for each classifier on the independent test subset.

In Table 1 the maximum accuracy is presented, as obtained for each classifier on
both the validation and test subset when using generic and ECG-specific features in the
feature selection and model training. In Table 2 we present the classification accuracy
of each classifier when using only the generic features.

Table 1. Maximally obtained accuracies on the Validation and Test subsets based on all features

Classification algorithm Validation set Test set

AdaBoost 0.761505 0.685554

ExtremelyRandomizedTrees 0.814421 0.773241

kNN 0.783841 0.730383

LogisticRegression 0.797482 0.720582

NaiveBayes 0.756558 0.714725

RandomForest 0.804377 0.777649

SVM 0.825663 0.783680

Table 2. Maximally obtained accuracies on the Validation and Test subsets without the ECG

specific features

Classification algorithm Validation set Test set

AdaBoost 0.760006 0.685554

ExtremelyRandomizedTrees 0.814421 0.773241

kNN 0.772748 0.720640

LogisticRegression 0.789387 0.720583

NaiveBayes 0.756558 0.681668

RandomForest 0.804377 0.767442

SVM 0.822965 0.780259

It can be observed that the best results are obtained by using the SVM classifier. For
the best accuracy the parameters of the SVM classifier are C = 100 and γ = 0.0001,
while using radial based function kernel. The best results are consistent when testing
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on both the validation and the test. Similarly, Random Forest and Extremely Random-
ized Trees performed considerably well. This is important as their models are very
lightweight and could be encoded as a set of if-then-else rules, thus applicable for com-
putation on mobile devices. The results are about 1% worse than the ones in the Phys-
ioNet approach [24], which uses a specialized algorithm for sleep apnea detection that
is more computationally intensive.

Interestingly, even with thousands of iterations and different feature sets evaluated
on the validation set, the optimal feature sets contained no more than 20 features. This is
important because shows that even a small number of computationally efficient generic
features provide substantial results in sleep apnea detection. We reason that domain spe-
cific features were not as useful as one might expect is because there are a lot of subjects,
with multiple hours of recordings during which the electrode of the ECG device might
have been detached. Even if this was not the case, the Pan-Tomkins algorithm some-
times could not detect the characteristic peaks during the window, thus limiting the
ability to derive valuable domain-specific features. In such cases, some or even all do-
main specific features were encoded as 0. To improve upon this, a future work is needed
where different detection thresholds could be tuned within the Pan-Tomkins algorithm.
It is worth noting that the most useful features selected for the best models contained
about 20 features, among which were: minimum, maximum, mean, skewness, kurtosis,
standard deviation and percentiles of first derivatives, raw ECG signal, and beats-per-
minutes signal. All of these are computationally efficient and can be computed in real
time on the mobile devices.

For sleep apnea detection, a direct airflow sensor is the most valuable, which means
that we should expect that extracted features that relate to respiratory signal should
have the biggest influence. To capture the respiration signal from ECG we need to use a
technique called EDR (ECG-Derived Respiration). Another technique includes observ-
ing the beat-to-beat variations in RR intervals or their reciprocals, which are primarily
due to respiratory sinus arrhythmia (RSA) in most individuals. Therefore, it can be ex-
pected the BPM rate and the RR distance to be most influential. In Table 3 are presented
the 10 most important ECG features that were identified in the study. Most of them are
the first derivatives of the features that were extracted from the one channel ECG. Ac-
cording to [3], the first derivative emphasizes the high frequency components of the
ECG and firmly establishes the fact that these are very real and significant components
of the ECG.

Table 3 confirms that for sleep apnea biggest influence has the respiratory signal
component of the ECG. Particularly respiratory rate features like BPM and RR. This
are even more pronounced in the first derivative component of these two features, as it
can be noted from Table 3.

In future works, in addition to the ECG data, some other information for the patients
could prove useful (e.g. disease history, gender, age). It could be used for segmenting
users and providing more personalized models, as in [26], or to use this nominal data
as features in the models [27].

131

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



Table 3. The 10 most important ECG-specific features

Feature Name Score

First derivative of ECG minimum 0.02036

First derivative of ECG BPM rate 0.02022

First derivative of ECG RR distance 0.01787

First derivative of ECG skewness 0.01703

First derivative of ECG percentile 60 0.01532

ECG minimum 0.01491

First derivative of ECG percentile 95 0.01373

Delta between ECG RR difference 0.01351

First derivative of ECG QT distance 0.01335

6 Conclusion

We can also observe that on most classification algorithms, the introduction of the ECG
signal specific features improves the classification accuracy on the validation dataset,
the test dataset or on both of them. The improvement in accuracy is not always that sub-
stantial and for some of the classifiers it is insignificant. This shows that the used general
framework for feature generation and selection gives good classification performance
for ECG signals even without prior domain knowledge. For some of the classifiers the
results were the same which is a direct consequence of signal specific features gener-
ated from the ECG not been selected as top picks during the feature selection phase.
Further investigation is needed to include even more domain specific features and fur-
ther enhance the classification performance, which is on similar level as state-of-the-art
approaches. The proposed system architecture uses the edge-computing paradigm to
facilitate real-time detection of sleep apnea, calibration of models and collecting data
for further analysis and improvement of models.
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Abstract. As result of the progressive technological trend, huge amounts of da-
ta from different subjects and areas are continuously generated and classified on 
a daily basis. In the past, the main problems were the preservation and publish-
ing of data sets, but today, one of the main challenges is the presentation for 
better understanding of the data. The appropriate visual representation of a giv-
en data set is the basis for a precise and consistent interpretation, analysis and 
adoption of empirical conclusions related to the semantic meaning of infor-
mation. In this paper, we present an overview of data visualization techniques 
and their practical application, starting from the acquisition of an unstructured 
set of publicly available data, their proper preprocessing and organization, and 
the visual representation for the end user.  The nature of the data is related to 
the emergence, potential and development of various types of cancer diseases 
officially registered in different geographical regions. We present an interactive 
system that implements several visualization techniques.  

Keywords: Data Visualization ∙ Visual Perception ∙ Cancer Disease. 

 

1 Introduction 

Visual communication and interpretation of data are scientific disciplines that can be 
applied in almost every sphere of our everyday life. Graphic expression and 
representation of information becomes an industry standard and methodology through 
which it is possible to emphasize the domain of values for the attributes that describe 
the information [1]. The result of intensive technological growth and development is 
the continuous generation and processing of data sets of various domains. 
Accordingly, the main challenge is identified in the way the information is made more 
familiar and comprehensible to the end user [2]. 

Basically, there are a number of techniques and approaches for visualizing data 
whose application depends on several factors and parameters, such as: the nature of 
the problem, the type of end-user, the purpose of visualization, the further 
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applicability and scientific research goals, the structure and domain of data values, the 
size of the data and their specific semantic meaning [3]. 

There are different categories of visual representation techniques [4] [5]. 
According to application analysis, the most commonly used categories of 
visualization techniques are: 2D area, temporal, multidimensional, hierarchical, and 
network representation [6]. Within each category there are different graphical 
interpretations whose application depends on the nature of the data, the main scheme 
and structure, as well as the aim of visualization. Each representation has its own 
advantages, and limitations as well, especially in the part of the information represen-
tation and the context associated with it. For example, to present statistically pro-
cessed data, one could chose techniques from the multidimensional and hierachical 
categories, such as pie charts, histograms, scatter plots, ring charts, dendrograms, tree 
diagrams. The hierarchical category techniques are commonly used for data groups 
and subgroups with a relationships among them. For representation of linear time data 
within specified time intervals, which may or may not overlap, the most commonly 
used are temporal techniques, such as polar area diagrams, time series diagrams and 
connected scatter plots. When it comes to representing data related to geographic 
locations, then the techniques from the 2D area group represented by cartogram, map, 
dot distribution map, and choropleth are undoubtedly applicable. Graphical 
representation of data that is interconnected and correlated considers network visuali-
zation techniques, and as such, node-link diagram, matrix, Alluvial Diagram etc. [7] 
[8]. Some of these techniques are subject to our processing and analysis. 

Our work is aimed at processing a large data set consisting of real data and its 
graphical presentation [9]. Our aim is to develop an application tool that can serve as 
supporting tool in a system for analysis and knowledge discovery of medical data. 
Given the fact that data consists of sensitive data related to the development of cancer 
diseases, of the utmost importance is the selection of the most appropriate techniques 
that will bring the critical parameters closer to the end user. Also, emphasizing the 
advantages and limitations of techniques, we obtain a valuable basis for further 
analysis and structuring of the datаbase by adding/deleting new/old data in the 
database or visualization techniques [10] [11]. 

The paper is structured in three main sections describing the entire process of 
selection and implementation of the graphic representations related to the domain of 
interest.In the first section we present the process of collecting, structuring and pro-
cessing the data of interest to obtain a format suitable for creating a data scheme and 
relational dependencies. In the second section we identify the main entities, their links 
and the domain of values. Within the content, the ER diagram is presented as a base 
for the main relational database. The third section presents the implementation of the 
proposed visualization techniques. The end of the paper is dedicated to the conclu-
sions and identification of the further work.  
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2 Data Collection and Processing 

For the purposes of selection and application of data visualization techniques, we 
decided to download a publicly available data set with information on the current state 
and potential development of cancer diseases (publicly available data related to the 
development of cancer diseases on five continents divided in different geographical 
regions in a period of 5 years). 

The data set have been downloaded from the official portal of the CI5 - Cancer In-
cidence in five continents project, which stems from the long collaboration between 
the International Agency for Research on Cancer and the International Association of 
Cancer Registries [12]. Data is collected and processed by a network of over 5800 
members of the National Cancer Registrar Association (NCRA). The processed data 
is reviewed and published by 30 official editors who represent the CI5 project. The 
main register of cancer data is divided into three segments: CI5 IX - Cancer Incidence 
in the Five Continents Volumes I to X, which presents the data published in the first 
ten volumes of CI5, CI5plus - Cancer Incidence in the Five Continents Time Trends 
which contains annual incidence for selected cancer registries published in CI5 for the 
longest possible period and CI5 XI - Cancer Incidence in the Five Continents Volume 
XI which contains data from volume XI. 

For the purposes of our work, we have used the following segments and periods: 
CI5 - VIId (1987 - 1992), CI5 - VIIId (1992 - 1997), CI5 - IXd (1997 - 2002), CI5 - 
Xd (2002 - 2007). Each segment contains cancer diseases parameters for specific 
regions, where each row is characterized and described by the following attributes 
(presented in Figure 1): gender, identification number for cancer, age, registered 
number of cancer cases grouped by age and number of risky cases also segmented by 
age. 

 
 

 
Fig. 1. Initial publicized data format  
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According to the figure, it can be determined that the data structure is not very de-

scriptive, i.e. it does not allow a simple review and analysis. In this context, such 
representation and format do not constitute an adequate basis for data organization 
and visualization. In order to execute our idea, we decided to process the available 
data to better representation as well as grouping and simplifying the data attributes 
and their value domain. The process of data grouping was done by segmenting and 
structuring the base depending on the key parameters. In addition to the structure, the 
main point is the ability to filter and correlate data depending on the changes in the 
parameters’ values that bear the value of the information and the potential research 
result or expert conclusion. 

The data processing procedure has been successfully implemented within four sep-
arate stages of processing and data systematization: 

x Creating an appropriate .csv file for each region separately - Information on 
cancer diseases for all regions is initially downloaded as one .csv file, so we de-
cided that it is necessary to create separate .csv files which contain specific pa-
rameters for the one region. So, each entry from the original file is entered into a 
new file, whose name represents the identification number of the region. 
 

x Changing the domain of attributes - In order to clearly identify the attributes, we 
modified the description and values that the data attributes can obtain. 
 

x Refactoring the identification number of the regions and the type of cancer dis-
ease for all data - The different partial data segments taken from the official 
source contained information for different regions, i.e. we noticed that for the 
same region there is a different identification number registered in a different 
segment. The same problem arose in the data for different types of cancer. Ac-
cordingly, we have established that it is necessary to perform additional indexing 
of data regarding regions and types of cancer in order to obtain consistency with-
in all segments, so that the final effect would mean that the same region and same 
type of cancer will have identical identification number in each segment separate-
ly. 
 

x Generation of the final data set - The result of the previous steps of data pro-
cessing is imported as a new .csv file that contains all data for all regions system-
atized within a framework of all years that define the time interval of interest. 
The final file contains the entire data set that consists of a total of 10 802 184 en-
tries. 

The format and content of a part of the final file is illustrated in Figure 2. 
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Fig. 2. Processed and structured data format 

3 Data Organization 

After the completion of the data processing, it was necessary to organize the data set 
in a format on which different visualization techniques can be applied. We choose a 
relational database to represent the main data set. The initially created ER diagram is 
shown in Figure 3. 

 
 

 
Fig. 3. Initial data set ER diagram 
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Data organization is an indispensable component because the resulting structure 
should be input for graphic representation techniques. The overall appearance and 
value of the graphic display is closely related to the schema and in general, the way 
the data is stored. The choice is proportional to the quality of the graphic representa-
tion as well as the decision which visualization techniques will be selected as the most 
appropriate. We structured the data in a way that we identified the key parameters and 
the appropriate grouping in the domain of values. We have also formed associative 
structures through which the sets that define the condition of diseases for a particular 
region or geographical area correlate. Basically, the organization of the database is of 
key interest both for the way of filtering and spatial implementation of visualization 
techniques. The ultimate goal is to extract key data parameters and visualize them in a 
way to enable a simple process of statistical and comparative analysis. 

In the case of a poorly designed organization, there may be a potential possibility 
of inadequate selection of a visualization technique, and thus inappropriate display of 
critical parameters. This approach in the worst-case scenario can lead to wrong or 
incomplete conclusions that do not take into account the connection and the essential 
meaning of the information. 

 
From the structure of the enclosed ER model it can be noticed that the database 

will store data for: 

x Cancer - a type of cancer that contains parameters for its code, name and infor-
mation about disease type. According to the scheme, each cancer is of different 
type, while one type is a subtype of only one cancer family.  

x State - information about the state (the name of the state) with the only restriction 
that each country has at least one geographic region.  

x Region - information about the region. The name and the country to which it 
belongs are kept. In this case, one region belongs to only one state.  

x Diseases - a relationship in which for each region information about the type of 
cancer is kept. In addition, for each type of cancer, information about the number 
of cases and the number of potential cases segmented by gender, age and year are 
stored. 

After defining the schema and constraints, we designed a major relational MS SQL 
database created with the usage of Microsoft SQL Server Management Studio 17. 
 

4 Web - oriented Data Visualization 

This section describes selected visualization techniques for previously processed data. 
Processing and organizing the data is an indispensable process when it comes to ap-
plication of visual representation techniques. Basically, the visual display is directly 
dependent on the format, structure, and constraints defined by the data attributes and 
their values. An inadequate data scheme can lead to difficulties in the process of de-
fining key semantic elements that are the subject of display. It is therefore of particu-
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lar importance that the processing is carried out in the context of a specific definition 
of the possible values domains, as well as emphasizing the semantic meaning that 
enables simple, fast and efficient data analysis. 

Rapid technological development results in a steadily progressive trend in the de-
velopment of methodologies and techniques for the data visualization. For the aim of 
our research, we applied only techniques that enable to display valuable information 
whose analysis can guarantee consistent and accurate conclusions related to our do-
main of interest.  

There are different types of visualization libraries, but our focus was mainly on 
front end technology that allows library implementation in an interactive web applica-
tion. Accordingly, we used the non-commercial and academically targeted version of 
the amCharts library [13]. It is a modern JavaScript library, with a well-documented 
API, which provides a number of different visualization techniques. In this paper, we 
will present the most significant techniques for our research domain. 

At the beginning, we provide an overview of the total number of registered diseas-
es from all types of cancer grouped by the respective regions. In accordance with the 
nature of the data we have concluded that the presentation of the total registered cases 
grouped according to the respective geographical regions can be of great importance. 
Therefore, we selected and aggregated data to obtain the final form of the percentage 
and value of registered cases of cancer types. Looking through the prism of visualiza-
tion techniques, the representation through the 2D pie chart with legend was shown as 
the most appropriate display option. This concept enables a general overview of sub-
limated values whose conceptual character is defined in each region separately. The 
visual representation is presented in Figure 4. 

 
 

 
Fig. 4. Pie Chart with Legend 
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2D pie chart with legend as a visualization technique provides a clear overview of 
the percentage distribution of the number of registered cancer diseases in a particular 
region. The main advantage is the possibility for the end user to understand in which 
region the highest number of cancer diseases is registered. The lack of this kind of 
visualization is reflected in the fact that the percentage representation does not give an 
impression or a sense of the total number of registered cases/samples, does not pro-
vide the possibility for a statistical overview of the type of the registered disease and 
it is problematic to differentiate between regions with similar percentage of patients. 
It becomes obvious that combined techniques are required to uniquely visualize and 
consistently represent the significance of the data of interest.  

In addition to the standard preview, this technique is implemented with the possi-
bility of additional interaction and improved user experience. This is achieved with 
the implementation of an interactive legend where only regions that are subject of 
interest for the analysis can be selected. This provides a comparative overview of a 
group of specific regions whose display can be activated or deactivated in real time. 
This feature is presented in Figure 5. 

 

 
Figure 5. Pie Chart Legend selection feature 

 
A complementary representation of a similar nature to the previous one is 3D Bar 

Chart illustrated in Figure 6. In this case, data is structured and grouped by year, that 
is, the time period in which the registered cases are sublimed. Graphic interpretation 
refers to statistical parameters registered over the years within a country. On the hori-
zontal axis are displayed numerical values for the total number of registered diseases, 
while the vertical axis shows the specific geographic regions for which there are sta-
tistical indicators of this type. This presentation enables detailed analysis of the quan-
tity proportions of a particular type of cancer in different regions. One of the benefits 
can be an analysis of results for potential risk cases segmented by percentage portions 
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for specific region. For example, for a given country, it is very easy to make an inter-
section of the progressive progress of the disease development. Using the power of 
this representation leads to the adoption of concrete conclusions and comparative 
parameters between two or more regions that can, but do not have to be geographical-
ly close. 

 

 
Fig. 6. 3D Bar Chart 

 
One of the disadvantages of the initial performance was the statistical indicator for 

the number of registered samples. The 3D Bar Chart technique addresses this defi-
ciency, but again, the main disadvantage identifies the inability to systematically re-
view the types of various cancer diseases in the region concerned. For this visualiza-
tion, additional filtering and grouping of data is necessary to provide an extended data 
structure that includes a hierarchal distribution of the cancer types represented as a 
percentage or number in relation to the total number of registered cases. 

In the context of structuring the data and defining the domain of values for special 
attributes, it is of particular importance that the segmentation by age represents the 
main filter. This segregation can be presented in many different ways, but we have 
chosen the graphic representation known as the 100% stacked column chart. Our aim 
is to obtain a general overview of the status of interest, but in this case with the possi-
bility of segmented visual representation of the aggregation of statistical parameters 
formatted in percentages. The final effect and meaning of the multidimensional statis-
tical representation of this technique is illustrated in Figure 7. 
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Fig. 7. 100% stacked column chart 

 
As in the previous technique, we added functionality for selecting or deselecting an 

age limit in order to display a part of the data set. Additionally, in addition to the per-
centage preview, with a focus on the specific age limit, a window showing the num-
ber of cancer diseases as a summarized numerical value appears. This functionality is 
represented in Figure 8. 

 
 

 
Figure 8. 100% stacked column chart selection feature 
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This technique represents the process of specific specification and grouping of data 
after a certain attribute, in this case the age limit. In the same context, processing of 
any of the other data attributes may be performed, such as the type of cancer, poten-
tially infected cases, etc. 

One of the most significant techniques for presenting the initial set of data is illus-
trated in Figure 9. This is a popular technique called trend lines. It allows comparative 
visualization with the possibility of segmenting and grouping according to several 
criteria or elements. In our case, this is the total number of registered, total number of 
potentially recorded, as well as the time frame for registration of various diseases of 
cancer. The technique allows comparing the number of diagnosed patients with the 
number of patients that will be potentially diagnosed in a different period of time. The 
time range in this case is configurable, so that the library enables monitoring and 
comparison of the increasing or decreasing trend on a daily, monthly or annual basis. 
The axes with the defined parameters can also be configurable from the aspect of 
additional grouping, such as age. 
One drawback associated with this kind of visualization is the need for more consecu-
tive user interactions in order to select the time interval of interest. This deficiency 
can be identified as a major problem if the initial dataset contains different segments 
of data in which a large variance is observed in a specific period of time. It would also 
mean graphic visualization that would be difficult to track and analyze, especially if it 
comes to drawing conclusions from a comparative nature. 

 
Fig. 9. Trend Lines 

Another drawback is the limited version of the library in terms of the ability to dis-
play results for more than one country. The current presentation involves displaying 
the line depending on the number of registered cases (the values of the vertical axis) 
and the time interval when the analysis was performed (the values of the horizontal 
axis). In addition to the standard interactions for this type of graphic representation, 
additional functionality for a specific display of the total number of registered cases 
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and the time interval is implemented. This data summary is available at each point on 
the graphic line. 

The visual representation of the data set was completed by applying a map as one 
of the usual techniques when it comes to comparative visualization of data related to 
different geographic regions. In order to interact in the existing web solution, we im-
plemented interactive modules that allow easy navigation, zoning components of the 
regions and a function that enables generating a general statistical view of all catego-
ries of data grouped in the appropriate time periods. Considering the nature and sig-
nificance of the processed data, we have chosen and recognized the visualization 
named Zooming to Countries Map as the most appropriate representation. The map 
and part of the implemented interactions are illustrated in Figure 10. 

 

 
Fig. 10. Zooming to Countries Map 

 
Visual representation through a 2D map represents a kind of generalization of vis-

ualization techniques. The implemented interactions enable the possibility of user 
interaction in the context of instantaneous analysis of data related to one or more dif-
ferent regions. Also, this representation provides a generalized statistical analysis for 
a group of different geographical regions. Observed from the user aspect, this tech-
nique represents the most common and most appropriate implementation of visualiza-
tion when it comes to data sets correlated for a particular region or larger area. 

Map visualization can be enhanced through the implementation of different colors 
depending on the number of registered cases of cancer. It involves the definition of a 
legend and a set of different colors that will present the intensity of the data of inter-
est. In this way, the end user will have valuable information about the prevalence of 
diseases as soon as the map is initialized. This approach can be further combined with 
the technique of grouping countries depending on the number of diseases, with which 
a certain group of countries will be marked with an identical or very similar color. 
The current version of the library does not offer the ability to implement and combine 
these techniques, so the present preview is enriched with a window where the 
summed values of the diseases and time span are displayed. 
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In addition to the currently implemented filters for display of data attributes, there 
is a possibility for further expansion of the displayed information. This would involve 
additional processing of the data set and adaptation of the existing application busi-
ness logic for pre-processing and graphic representation. In this way, this representa-
tive form can be combined with some of the other visualization techniques, which 
means that as a technique is the basis for a graphical interpretation of any data set of a 
related or similar character. 

The presented techniques for visualizing the data are implemented as part of a 
web-based application that enables quick and simple user interaction. This approach 
leads to a precise and thorough analysis from where concrete conclusions can be 
made. Also, in this context, specific hypotheses that will be subject to analysis and 
processing within related scientific research themes and methodologies can be set up. 
The application solution was developed using the modern Microsoft web develop-
ment technologies, ASP.NET MVC 5 and the C # programming language. 

 

5 CONCLUSION 

The paper is a continuation of our previous theoretical research in the context of 
the practical implementation of some of the techniques for visualization. The result of 
the whole process is presented as a web-based application that provides interactive 
user analysis and manipulation with the presented data on the development and poten-
tial of cancer development. 

The software platform allows to emphasize the semantic value and significance of 
the data that are graphically presented, which enables a detailed and systematic re-
view of the process of development of diseases of this type. In this way, additional 
research can be made directly or indirectly related to other factors that may be key in 
the progressive growth of registered cases of diseases of different cancer types. In this 
context, it can be concluded that the proper implementation of data visualization tech-
niques can speed up and simplify the process of interpretation of data and their signif-
icance, especially when it comes to huge data sets with a number of parameters and 
domains of values. 

The content of this paper can serve as a basis for further related scientific research 
where graphic interpretation and interdependence of larger data sets is of great im-
portance. The acquired relational database can be integrated within already existing 
academic and scientific collections of data of a similar nature. Accordingly, the de-
veloped software platform can be used as an application module for integration with 
already existing visualization tools, but also independently, as a software component 
that can provide visual representation and interactive modules for review and system-
atic analysis to a predefined set of data structures. 

 

147

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



References 

1. Julia Steele, Noah Iliinsky, ‘Beautiful Visualization’, O'Reilly Media, 2010/06 
2. Tara J. Brigham, 'Feast for the Eyes: An Introduction to Data Visualization', Medical Ref-

erence Services Quarterly, 2016/08/07 
3. Ben Shneiderman, ‘The Eyes Have It: A Task by Data Type Taxonomy for Information 

Visualizations’, Visual Languages, 1996. Proceedings., IEEE Symposium, 1996/09 
4. Volodymyr Fedak, 'Big Data: Information visualization techniques', 2018/01/04, 

https://towardsdatascience.com/big-data-information-visualization-techniques-
f29150dea190, last access 2018/02/18 

5. Aliaksandr Bekker, 'Big data visualization techniques: a quick intro', 2017/12/10, 
https://www.scnsoft.com/blog/big-data-visualization-techniques, last access 2018/01/12 

6. 'Understanding Data Visualization | Importance, Techniques, Tools & Software', 
2017/10/13, https://planningtank.com/computer-applications/data-visualization-
importance-techniques-tools, last access 2018/02/26 

7. Jami Oetting, 'Data Visualization 101: How to Choose the Right Chart or Graph for Your 
Data', HubSpot, 2018/03/21, https://blog.hubspot.com/marketing/types-of-graphs-for-data-
visualization, last access 2018/04/12 

8. Edward R. Tufte, 'The Visual Display of Quantitative Information', 2001/05/01 
9. Paul Rubens, 'Big Data Visualization', Datamation, 2017/06/07, 

https://www.datamation.com/big-data/big-data-visualization.html, last access 2017/12/14 
10. Radhika Subramanian, 'The Risks and Limitations of Visualization', DataViz, 2015/02/10, 

https://www.datavizualization.datasciencecentral.com/blog/the-risks-and-limitations-of-
visualization, last access 2018/02/09 

11. Lidong Wang, Guanghui Wang, Cheryl Ann Alexander, ‘Big Data and Visualization: 
Methods, Challenges and Technology Progress’, Science and Education publishing (Sci-
EP), 2015/07/20, http://pubs.sciepub.com/dt/1/1/7/, last visited: 2017/03/22 

12. International Agency for Research on Cancer, ‘Cancer Incidence in Five Countries’, World 
Health Organization, http://www.ci5.iarc.fr/, last accessed 2018/01/17 

13. JavaScript Charts & Maps, https://www.amcharts.com/, last accessed 2018/01/09 
 

148

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



Standardization in Life-science Research - Making the 
Case for Harmonization to Improve Communication and 

Sharing of Data amongst Researchers 
Susanne Hollmann*1, 2, Babette Regierer1, Domenica D’Elia3, Kristina Gruden4, Špela 
Baebler4, Marcus Frohme5, Juliane Pfeil5, Ugur Sezerman6, Chris T Evelo7, Friederike 

Ehrhart7, Berthold Huppertz8, Erik Bongcam-Rudloff9, Christophe Trefois10, 
Aleksandra Gruca11, Deborah A. Duca12, Gianni Colotti13, Roxana Merino-Martinez14, 

Christos Ouzounis15, Oliver Hunewald16, Feng He16, Andreas Kremer17.  

1 SB Science Management UG (haftungsbeschränkt), 12163 Berlin, Germany 
2 Research Centre for Plant Genomics and Systems Biology, Potsdam University, Potsdam 

14476, Germany 
3 CNR - Institute for Biomedical Technologies for Biomedical technologies, Bari, Italy 

4 Department of Biotechnology and Systems Biology, National Institute of Biology, Ljubljana, 
Slovenia 

5 Technical University of Applied Sciences, 15745 Wildau, Germany 
6 Acibadem University, 34750 Istanbul, Turkey 

7 Dept. Bioinformatics, Maastricht University, The Netherlands 
8 Dept. Cell Biology, Histology & Embryology, Gottfried Schatz Research Center, Medical 

University of Graz, Graz, Austria 
9 Dept. Animal Breeding and Genetics, Bioinformatics section. Swedish University of 

Agricultural Sciences, Uppsala, Sweden 
10 Luxembourg Centre for Systems Biomedicine, University of Luxembourg, Luxembourg 

11 Institute of Informatics, Silesian University of Technology, Poland 
12 Research Support Services, University of Malta, Malta 

13 Italian National Research Council, Institute of Molecular Biology and Pathology, Rome, Italy 
14 Karolinska Institutet, Stockholm, Sweden 

15 Centre for Research and Technology Hellas - CERTH, Thessaloniki, Greece 
16 Department of Infection and Immunity, Luxembourg Institute of Health, L-4354 Esch-sur-

Alzette, Luxembourg 
17 ITTM S.A., 4354 Esch-sur-Alzette, Luxembourg 

Abstract. Modern, high-throughput methods for the analysis of genetic 
information, gene and metabolic products and their interactions offer new 
opportunities to gain comprehensive information on life processes. The data and 
knowledge generated open diverse application possibilities with enormous 
innovation potential. To unlock that potential skills in generating but also 
properly annotating the data for further data integration and analysis are needed. 
The data need to be made computer readable and interoperable to allow 
integration with existing knowledge leading to actionable biological insights. To 
achieve this, we need common standards and standard operating procedures as 
well as workflows that allow the combination of data across standards. Currently, 
there is a lack of experts who understand the principles and possess knowledge 
of the principles and relevant tools. This is a major barrier hindering the 
implementation of FAIR (findable, accessible, interoperable and reusable) data 
principles and the actual reusability of data. This is mainly due to insufficient and 
unequal education of the scientists and other stakeholders involved in producing 
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and handling big data in life science that is inherently varied and complex in 
nature, and large in volume. Due to the interdisciplinary nature of life science 
research, education within this field faces numerous hurdles including 
institutional barriers, lack of local availability of all required expertise, as well as 
lack of appropriate teaching material and appropriate adaptation of curricula. 

Keywords: FAIR data ∙ Standardization ∙ Interoperability ∙ Standard Operating 
Procedures (SOPs) ∙ Quality Management (QM) ∙ Quality Control (QC) ∙ 
Education. 

1  Introduction  
Life sciences are undergoing major changes in research practice, with cross-cutting, 
global efforts to maximise the benefit of research outputs for all members of the 
scientific community. Key to these changes is the recognition of the importance of data, 
appropriately annotated. Long term accessibility of research data is relevant not only to 
reproduce results but also as a starting point for reuse in other studies. Publication of 
data therefore is more and more considered a primary output. Consequently, today, 
researchers must articulate data-sharing, -preservation and -publication strategies at the 
point of planning their projects, and robust data management plans have become 
mandatory components of funding proposals such as within the European Framework 
Programme H2020 [1].  

The challenges of providing reliable research data accompanied the scientific 
community since the beginning of research activities. In 2005 the RDM (Research Data 
Management) initiative introduced a new set of principles for data management 
services. Following their principles, data should be FAIR – Findable, Accessible, 
Interoperable and Reusable [2]. The main objective of the FAIR Data Principles is the 
optimal preparation of research data for man and machine.  In these days following the 
FAIR Data Principles in research is almost a condition to receive funding even if it is 
not always accompanied with a positive response from all involved stakeholders.   

However, research can only evaluate the enormous amounts of data to a limited 
extent. A closer cooperation between the life sciences and other subjects such as 
mathematics, computer science and engineering are needed to cope with this "Big Data" 
and, of course, their direct engagement in bioinformatics. To facilitate knowledge gain 
by assisting us in the discovery chain including access of data, their integration and 
analysis, and their processing with associated algorithms and workflows, the lack of 
knowledge of the relevant tools and skills so far needs to be filled by intense 
collaboration with other fields and disciplines.   

The value of data stewardship is universally recognised, currently more in principle 
than in practice: some £3 billion of public money is annually invested in research in the 
UK alone, yet the data resulting from this considerable investment are seldom as 
accessible as they could or should be (http://www.dcc.ac.uk/digital-curation). The 
German Research Foundation (DFG) estimates that 80-90% of all research data are 
never shared with other researchers, but remain unpublished, often hidden away in a 
drawer or on an individual’s hard-drive [3]. Thus, research data are lost due to 
unacceptable storage conditions, outdated or unusable formats, missing backup, 
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incomplete or unpublished work and finally, even if published, by inefficient 
documentation and, most importantly, by a certain lack of incentives. This loss of data 
caused extremely high costs because it required the repeated use of resources, time and 
manpower and was hindering a stable advancement of knowledge and innovation. This 
issue crosses many disciplines and affects basic as well as preclinical research [4]. The 
implementation of open access publications and FAIR data principles within the 
European Framework programs has been a logical consequence and the first step to 
overcome these hurdles. The preservation and sharing of digital material for reuse by 
others maximises the impact of research and inspires confidence in the research 
councils and funding bodies that invest in the work. Furthermore, it is now widely 
recognized that making research results more accessible to all societal actors 
contributes to better and more efficient science, and to innovation in the public and 
private sectors [5].  

The cost of having to repeat poorly conceived experiments is high; the cost of 
publishing false or unusable data is potentially more far-reaching and damaging (to the 
individual scientist, the research community and, indirectly, to society at large), either 
because errors are, in this way, propagated ‘in the wild’, or because poor formatting 
means ‘good’ data cannot be utilised. Therefore, high-quality information is imperative 
before experimental design commences; and, for this, education and access to tools and 
training materials to build awareness of, and proficiency in, Open Science and FAIR 
principles are essential. For example, researchers need to understand the importance of 
using standard identifiers to unambiguously refer to biological and chemical entities so 
that the contents of their data-sets, and of the papers that refer to them, can be described 
and/or linked to core biological/chemical databases in computer- accessible ways. As 
scientific data varies greatly we have to consider that there will be not one standard to 
fit all but many of them. Additionally, these will be adapted over time as methodologies 
and requirements change. Providing tools that help scientists to do this and providing 
training on how to achieve rigorous and consistent identification is a fundamental step 
towards making research data FAIR. On the other side of the coin, publishers have an 
obligation to ensure the integrity of the research they publish; this means that they too 
have a responsibility to develop guidelines for data-management, linked to FAIR 
principles, and to help researchers to understand and meet their data-stewardship 
standards. 

Driven by the large-scale approaches of systems biology, the need for 
implementation of FAIR principles and availability of data has been recognised already 
years ago with the result that repositories, platforms and tools already exist for the 
community and respective training offers have been developed to use these excellent 
resources. These initiatives represent an excellent basis to go beyond and achieve a 
dissemination on a broader scale within the life science community and the other 
relevant stakeholder groups. 

However, there are still some barriers to overcome:  

Metadata vs. raw data: The FAIR data principles, mainly address the metadata levels 
in research, whereas the quality of the source datasets themselves often remains 
unaddressed. Even if the datasets are published following the FAIR data principles, the 
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quality of the actual data might be unsatisfactory. As a result, downstream calculations, 
analysis and proceedings based on such data might lead to questionable reproducibility.  

High quality for samples and data: An essential prerequisite of modern life-science 
R&D is a high quality of the research data. By enabling the reuse of research assets, 
research becomes considerably more efficient and economical. This can only be 
achieved reliably and efficiently if these are generated according to standards, using 
Standard Operating Procedures (SOPs), are managed according to a Data Management 
Plan and are hosted on sustainable infrastructures. The data quality is directly linked to 
the quality of the biological samples used. Hence, high-quality data can only be 
obtained by the respective use of high-quality samples [6]. 

Low acceptability caused by lack of education: According to Springer Nature Survey 
of more than 7,700 researchers worldwide, 76% of responders highly rate the 
importance of their data being discoverable with the average rating 7.6 of 10 [7]. 
Interestingly, the biological sciences had the highest proportion of respondents who 
share data relating to publications (75%), followed by the Earth sciences (68%), 
medical sciences (61%), and physical sciences (59%). However, in the same survey, 
almost half of the researchers (46%) admitted that organising data was a challenge, 
followed by confusion around copyright (37%), not knowing where to share the data 
(33%), lack of time to deposit data (26%) and finally costs of sharing data (19%). The 
issues related to lack of knowledge, which repository to use and uncertainty about 
copyright and licensing were particularly seen as problems for early career researchers. 
This indicates that improving education and support on good data management could 
increase data sharing, and thus reusability in the scientific community. 

Good laboratory practices imply mandatory, well-defined and precisely described 
techniques, methods and protocols towards optimal and reproducible conditions. This 
leads to interlaboratory comparability, reproducibility of experiments and reusability 
of data and obtained scientific results. 

In addition, as the study above shows, proper data management and established 
analytics workflows must be put in place. Similarly, to laboratory scientists, 
computational scientists should consider establishing data analysis related SOPs and 
workflows. Furthermore, the use of electronic lab notebooks is encouraged as it allows 
proper documentation, traceability and sharing of information between researchers [8]. 
Research infrastructure can be instrumental in helping scientists as well as the scientific 
community by providing structured environments. In such environments, standards and 
SOPs should be applied and respected contributing by providing relevant platforms for 
data acquisition, handling, storage and/or analysis. These platforms can be a 
combination of instruments, storage capabilities, high performance computing, training 
opportunities, databases and others. Some well-known infrastructures in life sciences 
are ELIXIR, BBMRI-ERIC and COBEL, to name a few (ESFRI, 2017).  

Thus, standards and research infrastructures represent important drivers in the life-
sciences and technology transfer because they aim to guarantee that data become 
accessible, shareable and comparable throughout their lifetime. 

The need for proper standards and tools pushed several grassroot initiatives to 
develop standards and frameworks for their implementation in the past. For instance, 
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the obligation to publish genetic data together with the research paper by the journal 
Nucleic Acid Research (see their Instructions to Authors). Unfortunately, these efforts 
remain fragmented and largely disconnected [9]. These initiatives put their focus 
mainly on the interaction and exchange with experienced researchers within their field, 
but do not necessarily take into account to involve the non-expert researchers in the 
training and education aspects of their actions.  

In addition, despite the range of local, national and transnational training and 
education activities, many students and researchers in Europe do not have an easy 
access to good quality systems biology education and need better access to high-quality 
systems biology education and training. 

In order to achieve a consistent and reliable system for producing high-quality 
scientific data, we propose several approaches: 

1) introducing certified methods and protocols in a top-down process. However, the 
procedures imposed in such a way are certain to be received by a community as 
another unnecessary administrative element. There is also a debate on which 
institutions are qualified to decide which methods and protocols should be 
implemented and to what extent. It may be very difficult or even impossible to 
define uniform quality seals that could be used and recognised across different 
scientific communities. 

2)  encouraging a EU-wide adoption of training of young scientists.  
3)  provide open access protocols, methods and tools serving as a basis for proper data 

management.  
4) encourage publishers to request authors to make the source data available for any 

publication they consider. 

Common training and education across Europe 

Modern high-throughput methods for the analysis of genetic information, proteins and 
metabolic products offer new opportunities to gain comprehensive data on life 
processes. The respective results open diverse application possibilities with enormous 
innovation potential. To facilitate knowledge gain by assisting in the discovery chain 
including access of data, their integration and analysis, and their processing with 
associated algorithms and workflows, the scientists experience lack of knowledge on 
data management as well as accessibility of the relevant tools. This is mainly due to the 
lack of common standards and standard operation procedures and to an insufficient and 
unequal education of the scientists and other stakeholders involved in producing and 
dealing with these big data. As life science research is inherently multidisciplinary, 
education within this field meets numerous hurdles including departmental barriers, 
availability of all required expertise locally, appropriate teaching material and example 
curricula.   

As university education at the bachelor’s level is traditionally built upon 
disciplinary degrees, we believe that the most effective way to implement education in 
Data Management, Standardisation and Quality Management should start at the 
bachelor’s level and continue on the Master's level, as it offers a more flexible 
framework. Within the Cost Action CHARME (Harmonising standardisation strategies 
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to increase efficiency and competitiveness of European life-science research – CA 
15110) participating experts and active performers of Standards suggest:   

(i) a definition of the minimal skills that students should acquire within their Bachelor 
studies and Master's programme,  
(ii) a possible basic educational curriculum with flexibility to adjust to different 
application areas and local research strengths,   
(iii) involvement of teachers, principal investigators and lecturers to increase awareness 
within this group, 
(iv) mechanisms for collaborative preparation and sharing high quality teaching 
materials and methods among education professionals.   

The lack of knowledge is mainly due to the lack of common standards and standard 
operation procedures in combination with an insufficient and unequal education of the 
scientists and stakeholders involved in producing and dealing with Big Data. Their 
unequal education must be improved by proposed approaches. However, the 
implementation of standards represents the most important driver in the life-sciences 
and technology transfer because it guarantees that data become accessible, shareable 
and comparable along the value chain and thus facilitates the daily work processes and 
in the end accelerate innovation transfer.  

Nevertheless, there are many hurdles to overcome in order to reach a level of 
productive innovation: the challenge of enabling optimal use of methods and its 
resulting research data is complex and involves multiple stakeholders including:   

● Individual researchers   
● Funding agencies  
● Data scientist communities  
● Publishers  
● Institutional managements  
● Clinicians  
● Service providers (e.g. for data generation/analysis, processing and 

stewardship)   
● Industry (e.g. software and tool-builders, pharmaceutical and healthcare 

industry, biotechnology, chemical industry…)  

Each of the groups above has different interests and different needs. However, it 
is important that all the key stakeholders are aware of each other, working in 
complementary ways. 

Furthermore, looking to Europe and beyond, the available infrastructures and 
education systems vary enormously. Here, relevant national and international research 
and innovation activities need to be connected to combine efforts and to avoid 
duplication and fragmentation. Examples for activities and initiatives relevant on the 
European level are: 

● ELIXIR-TeSS: Training eSupport System, a Portal provided by ELIXIR for 
training material on bioinformatics (https://tess.elixir-uk.org/)) 
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● FAIRDOM: a platform supporting collecting, managing, storing, and 
publishing research data, models, and operating procedures (https://fair-
dom.org/). 

● SBEDU: Platform providing training material for systems biology 
(http://www.sbedu.eu/) 

● ENFIN: integration of tools for systems biology (http://www.enfin.org/), 
early efforts 

● GOBLET: Global Organisation for Bioinformatics Learning, Education and 
Training (http://www.mygoblet.org/) 

● MANTRA: Research Data Management Training 
(https://mantra.edina.ac.uk/)  

● Data carpentry: develops and teaches workshops on the fundamental data 
skills needed to conduct research with the mission to provide researchers with 
high-quality, domain-specific training covering the full lifecycle of data-
driven research (http://www.datacarpentry.org/). 

● Software carpentry: (https://software-carpentry.org/) provides training 
materials,  develops and teaches workshops on basic software skills for 
researchers  

● CHARME: COST Action on Standardisation in the Life Sciences 
(https://www.cost-charme.eu/) 

● IMI eTRIKS: Is the result of a collaboration between 17 different partners. 
eTRIKS provides advice, open source platforms and training to translational 
research projects (https://www.etriks.org/) 

● IMI TRAIN: Is a partnership between EMTRAIN, Eu2P, PharmaTrain and 
SafeSciMet and provides courses, training programmes and tools 
(http://www.imi-train.eu) 

● EDISON: is an EU funded project to accelerate the creation of the Data 
Science profession (http://edison-project.eu) 

● FAIRsharing (https://fairsharing.org/), formerly known as BioSharing, an 
online repository for databases, standards and policies developed i.a. by 
Elixir, EMBLand several journals (Sansone et al. 2018). 

● EMBnet: a world-wide organisation that brings bioinformatics professionals 
together to serve, support and sustain the growing field of Bioinformatics in 
the Biological and Biomedical research domains 
(https://www.embnet.org/wp/) 

European Infrastructures (ESFRI) [10] such as BBMRI-ERIC (Biobanking and 
BioMolecular resources Research Infrastructure), ELIXIR (European life science 
infrastructure for biological information) and ISBE (Infrastructure for Systems Biology 
Europe) represent relevant information hubs as the infrastructures integrate research 
institutions (academia and industry) across all European countries. However, even 
those initiatives sometimes lack in terms of SOPs and miss a sufficient and equal 
education of the scientists and stakeholders involved. 

In this context, fundamental challenges exist that hinder innovation transfer:  

at the educational level (individual researchers) 
at the institutional level  
at the administrative (legal) level and even at the industrial level 
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The challenges at the educational level  

For early career researchers, the variety of tools and standards available can be 
overwhelming. The choice and decision of the right tool for inexperienced researchers 
can be difficult and in the worst case ultimately compromise the quality of research 
data and generation of proper research results. 

To this end, detailed guidelines on how to conduct a research study including 
guidelines on processing and recording of data will be beneficial for the scientific 
community. Generally speaking, the research process begins with experimental design 
(including selection of appropriate tools and resources, formats, analysis methods, 
choice of data warehouse, etc.) and ends with publication. During this process, each 
step and each decision forms the basis for the next step. At any stage, poor or wrong 
decisions can create problems, potentially resulting in entire experiments having to be 
repeated and/or incorrect or poorly-formatted data being published. 

Training scientists to generate, format and curate their own data throughout their 
education and career will allow them to be ready for both publishing and openly sharing 
their data in repositories. This would be a significant advance over today’s practices. 
Because of the diversity of tools and resources available across the life sciences, 
drafting a holistic and efficient structure for training is challenging, albeit an absolute 
must. Any training strategy must be independent and impartial and should enable 
researchers to identify the most appropriate tools, platforms and courses for their needs. 
Only with a consistent and uniform approach towards education in data stewardship at 
large, the quality of data, their reproducibility and interoperability can be guaranteed, 
and the data become usable for all interested parties independent of the origin of their 
production. At the same time, uniform training in data generation and data management 
across every involved disciplines needs to be established and implemented.  

The challenges at the institutional level 

University rankings are above all an important political instrument. Academic 
globalization is happening very fast. Universities recruit their employees around the 
world; scientists commute back and forth between different countries, and investors 
worldwide are looking for promising research projects. Governments want to have an 
overview of which research is leading and the establishment of prestigious universities 
means innovation and economic progress for them. Sometimes, millions of investments 
are made mostly based on university rankings. A major component for calculating 
prestige within institutions is the number of publications and their impact factor. The 
more publications in high ranked journals, the higher the institution will be ranked in 
principle. One of the most prestigious university rankings in the world, the "Times 
Higher Education World University Ranking" 
(https://www.timeshighereducation.com/world-university-rankings) periodically 
presents the ranking list of the world’s leading universities. Criterias are teaching, 
research and the transfer of knowledge between university and companies. A third of 
the evaluation score is based on paper citations.   

However, publications and actual results exploitation are sometimes incompatible 
with each other, which means that the evaluation criteria should be jointly rethought 
and redefined. In some disciplines, such as bioinformatics, the highest ranked journal 
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will not have the same impact factor as the highest ranked journal in medicine. This 
means that assigning a too high importance to journal ranks might unfairly attribute less 
importance to research results that may have a huge impact on the scientific community. 
For this reason, we propose that in addition to the number of publications and citations, 
the quality of produced data and the impact of the research results on the scientific 
community should be integrated into such institutional evaluation criteria.  

Similar to the implementation of FAIR principles into the research scholarly, seals 
of data quality and handling should be established. This means the establishment and 
implementation of a minimal Quality Management System to show and guarantee the 
reproducibility and the reliability of the data, and approval certificates presenting the 
high quality of "how the data has been generated". These active measures need to be 
supported by the hosting institutions, the funding agencies and the governments. 
Without institutional support, quality efforts will remain a hurdle too high for many 
researchers to pass.  

"Institutions and committees should give more credit for teaching and mentoring: 
relying solely on publications in top-tier journals as the benchmark for promotion or 
grant funding can be misleading and does not recognize the valuable contributions of 
great mentors, educators and administrators” [4]. 

The challenge at the legislative level 

The research process of the future will be global, networked and open. It is estimated 
that in Europe currently 1.7 million researchers and 70 million professionals contribute 
to science and innovation (reference?). Many more actors will take part in different 
ways and the traditional methods of organising and rewarding research will also see 
many changes. Citizen science is a currently emerging trend and needs to be included 
in the Open Science efforts. The vision is that all these experts will share and contribute 
to a virtual environment with open and seamless services for the storage, management, 
analysis and re-use of data that is linked to their research activities, across borders and 
scientific disciplines. Nevertheless, data exchange across institutions and across 
countries is hindered by different national regulatory systems, especially with respect 
to patient data. For policy-makers, thus, the task is also about how to develop and align 
new policies and practices to address the problems discussed above and enhance the 
impact of solutions. 

Funding institutions - not only European but also national governmental, industrial 
and private -  should request from the individual researcher as well as from the grant-
receiving institution comprehensive QC/QM systems. In a timeline a gradual system to 
introduce such requirements may start with financial support for the setup of QC/QM 
systems or benefits for established ones but finally leading to strict requests in funding 
guidelines to have such mechanisms established. 

Within the Cost Action CHARME (Harmonising standardisation strategies to 
increase efficiency and competitiveness of European life-science research) [11] 
scientists and stakeholders from industry, standardisation initiatives and bodies from 
more than 30 countries work together to harmonize existing formats and develop new 
solutions. CHARME specially focus on the development of uniform cross border 
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training. During several collaborative meetings and workshops within CHARME and 
beyond we discussed and developed the following recommendation to which we invite 
you to further discuss with us and to contribute to the challenges discussed above! 

Our recommendations:  

● Journal editors must play an active part in initiating a cultural change. 
Greater dialogue should be encouraged between scientists, funders, industry 
and politicians; 

● Institutions and committees should give more credit for reliability of data, 
teaching and mentoring: relying solely on publications in top-tier journals 
as the benchmark for promotion or grant funding must be reassessed. A set 
of new evaluation criteria for internal and external ranking of the scientists 
needs to be established which is recognised by all involved stakeholders; 

● Funding organizations must recognize and embrace the need for new tools 
and infrastructures and assist in their development and in providing greater 
community access to those tools such as large SOP collections with easy 
investigator access. In parallel, instruments should be implemented that 
establish new practices that reinforce the common vision; 

● Institutions, funders and public bodies must recognise that QM cannot be 
done by the single researcher – Infrastructures and support for the 
researchers but also regulations are needed. This can be done by introducing 
a minimal quality management system and establishment of a set of Seals 
of Quality for wet lab research (e.g., ranking from A to D); The quality labels 
could be implemented by first inviting institutions to participate on a 
voluntary basis, but then a mandatory achievement of a specific label after 
certain number of years should be reached. Restrictions to funding for 
institutions with lower label would additionally encourage institutions to set 
this approach. Quality of data and quantity of data should be ranked by a 
factor such as indication of the quality value (QV) of next-generation-
sequencing data. If the Factor is high the quality of data is high too; 

● Uniform training and education cross-borders. This can be done by sharing 
core teaching materials, textbook, ideas and examination criteria in 
Standards. In addition, regular training of the trainers should be 
implemented to keep the seal. There is a strong need to establish 
mechanisms for collaboration and excellence spreading among education 
performers in Europe and globally. Governments together with universities 
must play an active part in initiating a dialogue to establish minimal 
agreements on common programs in education, tools and SOPs.   
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Abstract. Rule induction algorithms have been always appealing for the machine 
learning scientists because the models are in a human understandable form (IF-
THEN rules). However, as any machine learning algorithm, they consist of sev-
eral parts, and one of them is the heuristic metric that influence on the accuracy 
of the model and thus directly contributes to the quality of the knowledge discov-
ery process. In this direction, the paper aims to inspect the influence of different 
similarity metrics using particular rule induction algorithm applied in the field of 
life sciences. The results obtained from the classification algorithm are evaluated 
using standardized method for error estimation of classification accuracy. Ac-
cording to the experimental results, the set of metrics (Manhattan, Euclidean, 
Squared Euclidean and Sorensen) proved to be important players in the process 
of improving the model accuracy for these two life sciences datasets. Addition-
ally, we present some of the obtained multi-target rule models for both datasets. 
In future, we plan to investigate the influence of these metrics on different ma-
chine learning tasks, as well as implementing other metrics for further improving 
this rule induction algorithm. 

Keywords: Predictive Clustering Rules ⸱ Life Sciences ⸱ Classification Accu-
racy. 

1 Introduction 

One of the most frequently used type of interpretable methods for modelling various 
types of data are decision trees [1] and rule induction algorithms [2]. They are one of 
those algorithms that produce most understandable models that resemble to the human 
decision language. The results obtained from them in a form of model can be easily 
analysed by every domain knowledge expert. Typically, the results consist from rules 
in the following form: ‘IF condition THEN prediction’. Compared to other machine 
learning algorithms and their results, the trees and the rules induction algorithms divide 
the space of examples into subspaces, and for each subspace provide a simple predictive 
model. However, there is a difference in how these algorithms divide the set of exam-
ples. The decision trees algorithms partition the set of examples into subsets in which 
examples have a same value for the target variable. The rule induction algorithm pro-
cesses the data by creating clusters. The clustering produces subsets in which examples 
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have similar values of all descriptive variables [2]. Every cluster has a symbolic de-
scription formed by the conjunction of conditions. The rules extracted by the algorithm 
may represent a full model of the data, or merely represent local patterns in the meas-
ured data. Each rule represents n self-determining piece of knowledge that can be un-
derstood separately without other rules from the rule set. Additionally, these algorithms 
can build rules for prediction that do not satisfy the condition of any rule based on the 
provided data. Depending on the type of the analysis, this can be a pros and cons re-
garding the need of data type investigation. 

Many of the methods used for analysing in life sciences domain, consist from sta-
tistical tools that need further understanding of the mathematics and inner workings of 
the method, that’s why methods like rules induction algorithms became popular. Rule 
induction algorithms are direct successor from the AQ algorithm series [3, 4]. One of 
the most commonly used rule induction algorithm is CN2 algorithm [5, 6], where at 
every iteration a rule is constructed using heuristic beam search. Then, after searching 
the space of the provided measured data, if a good rule is found, the algorithm adds that 
rule to the rule set, and then the rule search continue. If duplicate rule is found, then the 
rule is not added to the set, and the examples covered by this rule are not taken into 
account in the next iteration. Based on the algorithm induction procedure and combin-
ing the advantages of the decision trees and clustering, a new approach is developed in 
[7, 8]. This algorithm that combines these two seemingly different algorithms is named 
predictive clustering rules (PCRs) [9]. This algorithm focuses on constructing clusters 
of examples that are similar to each other but taking both the descriptive and the target 
variables into account [9]. The predictive model is associated with each cluster and 
based on the values of the descriptive examples, predicts the values of the target exam-
ples. According [9], in order to estimate the quality of the learned rules, the authors 
defined several quality criteria. In many of them the selection of vector distance metric 
plays an important role in building the predictive model. Due its simplicity and gener-
ality, the Manhattan metric was used [9]. However, for different datasets, like life sci-
ences datasets, different metrics can lead to increased classification accuracy. In this 
direction, we evaluate several similarity metrics on datasets typically used in life sci-
ences, to estimate the best metric and further improve the algorithm. The datasets used 
for experimental evaluation reflect the structure and the size of the datasets that are 
typically used in life sciences studies. These datasets include not only one target varia-
ble, but also multi target variables, and thus PCRs algorithm for multi-target analysis is 
the most suitable to be used. 

The rest of the paper is structured as follows. In Section 2, we describe the machine 
learning methodology of PCRs together with several metrics. Section 3 describes the 
data and explains the experimental design, and it also gives presentation and discussion 
of the results. The section 4 concludes the paper and gives direction for future research. 

2 Rule Learning in Life Sciences 

In the process of rule induction, several quality criteria must be satisfied for each rule 
or set of rules in order to produce accurate model. In practice, these criteria can be hard 
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to be achieved, and thus we need to find compromise between them. For example, it is 
important that the rule set should be small and have a small error rate. On the other 
hand, very small rule sets tend to have high error rates. 

2.1 Prototype Metrics and Coverage 

Several rule quality criteria exist in the literature to estimate rule and quality of the 
model, and most of them are used for single target models. In order to measure the rule 
quality for single as well as multi-target models for classification and regression tasks, 
the authors in [9] use different metrics. Two rule quality criteria will be examined in 
this section: dispersion and relative coverage. 

The metric used in [9], named dispersion, takes into account one or more examples 
and return combined numeric values, in the interval (0, 1). The distance between two 
prototypes is evaluated using distance metric between two vectors, and in the case of 
[9], Manhattan metric is used for classification tasks. In CN2 algorithm, the difference 
between the class probability distribution in the set of examples covered by the rule and 
the class probability distribution of the entire set is calculated with the likelihood ratio 
statistic. It is important to note that the learned rules that cover examples with a proto-
type is different from the prototype of the learning set for the entire set of examples, 
according [9]. The prototype distance measure presented in [9] can be viewed as a gen-
erality of this approach since it can take into account more than one attribute. Measuring 
prototype distance is in principle comparable to the measuring of significance of rules 
as applied in the CN2 algorithm [5, 6]. In some cases, the rule with a prototype value 
that is equal to the default prototype value, would give the same prediction as the default 
rule. The knowledge gained in this case, would not be useful, since this rule does not 
provide any new information, and their information score would be zero [10]. So, if the 
rule has no information, this means it is not significantly different from the other rules, 
therefore that particular rule is not included in the output set.  

Another important measure is the relative coverage. This metric in PCRs estimates 
the amount of knowledge embedded in each learned rule. If some rule is more general-
ized, that mean that the rule covers more examples and the final rule set will be more 
compact. On the other hand, higher generalization could lead to larger error in the 
model. The definition of relative coverage is given in [9]. Let’s assume that complete 
set E have N examples, and E’ is a set of examples covered by rule r, then the coverage 
of rule r is E’/N. In this way, all the examples are equally important, known as standard 
coverage. But in many cases, it is useful to set non-uniform distribution of examples 
due to the nature of the dataset, so a weighted coverage is used, which defines particular 
weight for each example. Therefore, the weighted coverage of r is sum of weighted 
examples covered by r, divided with the weighted coverage of all weighted examples. 

The PCRs algorithm can build two types of rule models: ordered and unordered. The 
ordered set of rules are tied in order. If no learned rule covers the example, the final 
default rule assigns the most common class in the entire learning set to that example. 
Otherwise, unordered rules are learned iteratively for each possible class value in turn. 
When a new rule is found, only the examples covered by this rule that belong to the 
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specified class are removed. In order to obtain rules that are independent between each 
rule, in the evaluation only unordered rules are taken into consideration. 

2.2 Evaluated Similarity Metrics 

In this paper we evaluate set of ten similarity metrics, which consists from these met-
rics: Manhattan, Euclidean, Squared Euclidean, Sorensen, Cosine, Canberra, Harmonic 
Mean, Min Symmetric, Max Symmetric and Divergence.  

Table 1. Similarity metrics definition 
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metric 
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The choice of the similarity metric to obtain best predictive model for particular data 

analytical problem is hard. Due to a large number of similarity metrics, researchers 
usually do empirical studies to estimate the best metric. Like the study made in [11], 
the authors found one metric can be superior over another due to it wide range and 
uniform distribution, so that the distinguishing power of the metric was strong. It is 
interesting to note that particular similarity metric correlated with several other 
measures (like chi-squared and cosine) according to [11], which means that we should 
expect that one group of metrics, could do well in predictive performance while other 
in descriptive model performance. Another important factor in the process of evaluating 
the similarity metrics is the metric properties. The dissimilarity metric, which is one-
complement of a similarity metric may be metric (a true distance function), semi-metric 
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or non-metric (neither metric nor semi-metric). In many studies that include similar-
ity/dissimilarity metrics, in combination with statistical techniques that include multi-
ple variable analysis like cluster analyses, true distance functions are preferred [12]. 
The Euclidean distance as well as squared Euclidean are widely used in similarity met-
ric studies. They are typically used with Manhattan metric, because beside their sim-
plicity, they perform well for many machine learning algorithms. The Sorensen simi-
larity metric is a normalization metric that is commonly used in botany, ecology and 
environmental science field [13]. For this metric, the normalization is done using abso-
lute difference divided by the summarization. The Sorensen distance metric can be of 
interest for life sciences datasets, due to its interesting properties: if all coordinates are 
positive; its value is between zero and one. The next metric, the Canberra metric defined 
in [14], resembles Sorensen, but normalizes the absolute difference of the individual 
level, and it is very sensitive to small changes near zero. Cosine metric is also known 
as angular metric, because it measures the angle between two vectors, and can provide 
interesting inside in life sciences datasets. The Harmonic mean, for all positive data sets 
containing at least one pair of non-equal values, the harmonic mean is always the least 
compared to arithmetic and geometric means. The Innerproduct metric is another sim-
ilarity metric that due to its simplicity in many multivariate statistical studies are taken 
into account for good model performance. The Ružička index [15] is a one-complement 
similarity index that is known to be a true distance function. The last metric, Diver-
gence, is taken into account to compare metric similarity measures with one non-metric 
similarity measure. The term ‘divergence’ is pronominal to refer to non-metric distance, 
and therefore has been commonly called divergence [16]. 

3 Data Description and Experiments 

For experimental evaluation of the similarity metrics, we have used two life sciences 
datasets (Cervical cancer (Risk Factors) (CCRF) and Mice Protein Expression (MPE)). 
Both datasets are found in Life Sciences section, available at [17]. The first dataset - 
CCRF, contains 858 instances and 36 attributes (see Table 2), missing values, as well 
as integer and real attributes. 

Table 2. Features found in the CCRF dataset [17]. 

Feature Feature 
Age Sexual Transmitted Diseases (STD)s 
Number of sexual partners STDs (how many diagnoses?) 
First sexual intercourse (age) Diagnosed STDs 
Number of pregnancies STDs (since first diagnosed) 
Smokes (yes/no) STDs (since last diagnosed) 
Smokes (years & packs) Previous Diagnosed: Cancer (yes/no) 
Hormonal Contraceptives? (yes/no) Previous Diagnosed: HPV (yes/no) 
Hormonal Contraceptives (years) Previous Diagnosed: CIN (yes/no) 
Intrauterine device? (yes/no) Previous cervical diagnosis? (yes/no) 
Intrauterine device (years) Previous cervical diagnosis (target attribute) 
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The tasks associated for this dataset is classification of four target attributes (col-

poscopy using acetic acid - Hinseman, colposcopy using Lugol iodine - Schiller, Cy-
tology and Biopsy), which means multi-target modelling is the best way to model the 
relationship between descriptive and target attributes, instead of building separate mod-
els for each target attribute. 

The second dataset MPE contains 1080 instances and 82 attributes, missing values, 
as well as integer and real attributes. The tasks associated to this dataset is classification 
or clustering with one target attribute. The dataset consists from expression levels of 77 
proteins/protein modifications that produce detectable signals. There are eight classes 
that form the target attribute of mice based on genotype (control (c) and trisomy (t)), 
simulation to learn (Context-Shock (CS) and Shock-Context (SC)) and treatment (sa-
line (s), and memantine (m)). In our experiments, we included three more attributes as 
target classes (Genotype, Treatment, Behaviour) in order to investigate the dependency 
of the 77 proteins/protein detected expression under specific experiments, separately 
and all together. Due to paper constraints and large number of features in the MPE 
dataset, the list of features in this dataset is not presented in this paper and the interested 
reader is referred to [17]. To the best of our knowledge, no multi-target modelling is 
applied on both datasets with any algorithm. For more information regarding these da-
tasets, the interested reader can read more information in [17]. 

In order to obtain best descriptive and predictive performance, we apply different 
algorithm’s strategies by modifying the algorithm’s parameters. The depth is set to 10, 
the maximum number of rules is set to 1000 and beam width is set to 10. Default dis-
persion additive heuristic is used, as well as two coverage modes: Standard and 
Weighted mode. For more information regarding these functions, readers can read more 
information in [9]. All the models are obtained using the CLUS system (where the al-
gorithm is implemented) and it can be found at http://dtai.cs.kuleuven.be/clus/. For each 
dataset, we estimate the descriptive and predictive classification accuracy. We use 10-
fold cross validation to estimate the predictive performance of the models, while the 
descriptive performances of the models are estimated using the entire dataset. 

3.1 Experimental Results 

In this section, we present the evaluation results of the PCRs algorithm for both stand-
ard and weighted coverage mode for multi-target modelling. Table 3 depicts the results 
of both model descriptive and predictive performance for the CCRF dataset using the 
standard coverage mode. 

The results from Table 3 shows general performance increase of the similarity met-
rics compared with Manhattan metric for the CCRF dataset using the standard coverage 
mode. For most of the target attributes in descriptive analysis, except for the Hinsmann 
attribute, stagnation of the algorithm performance is noticeable. Most of the metrics 
have shown improvement of the model predictive performance. It is interesting to note 
that Canberra and Divergence similarity metrics, beside the improvement in model de-
scriptive accuracy, they obtain slight decrease of model predictive performance as they 
cancelled the gained performance of the model descriptive accuracy. Comparing the 
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performance of the standard coverage mode with the weighted mode in Table 4, it is 
obvious that standard mode is much better in building models with high descriptive 
accuracy for this dataset. 

Table 3. Performance evaluation on the CCRF dataset using standard coverage mode. Bolded 
results show increased performance, while underlined values show decreased performance com-
pared to the Manhattan metric.  

Dataset CCRF Descriptive CCRF Predictive 

Similarity  
Metric 
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Manhattan 0.96 0.93† 0.95 0.95 0.94 0.89 0.94 0.92 
Euclidean 0.96  0.93 0.95 0.95† 0.95 0.91 0.95 0.93 
Sorensen 0.96 0.93† 0.95 0.95† 0.95 0.90 0.94 0.92 
Cosine 0.96 0.93† 0.95† 0.95† 0.96 0.91 0.94 0.93 
Squared 
Euclidean 0.96 0.93† 0.95 0.95† 0.95 0.91 0.95 0.93 

Innerproduct 0.97† 0.93† 0.95† 0.95† 0.95 0.90 0.94 0.92 
Canberra 0.99† 0.97† 0.97† 0.97† 0.92 0.86 0.91 0.89 

Harmonic Mean 0.97† 0.93† 0.95 0.95† 0.96 0.91 0.94 0.93 
Ružička 0.96 0.91 0.95 0.94 0.96 0.91 0.95 0.94 
Divergence 0.98† 0.97† 0.97† 0.98† 0.93 0.86 0.92 0.88 
†Increased performance compared to weighted mode results (compared with Table 5). 

On the other hand, for the MPE dataset (see Table 4), the evaluation results are dif-
ferent. Overall performance for all similarity metrics is lower, compared to the CCRF 
dataset. Another thing that it is easy to note, is the lower results of the predictive per-
formance for a group of similarity metrics (Canberra, Harmonic Mean, Ružička and 
Divergence metrics) (Group1). This is also true for a group of metrics like Euclidean, 
Squared Euclidean and Sorensen (Group 2), as they have higher performance in the 
model predictive performance evaluation not only for MPE, but also for CCRF dataset. 
In the middle of both these groups, we can notice that Canberra and Divergence have 
same performance as Manhattan metric for descriptive modelling, while lower perfor-
mance for predictive modelling. 

If we compare the results from the experimental evaluation for the CCRF dataset, it 
is noticeable that the MPE dataset have lower overall performance. Comparing the re-
sults presented in Table 4 with the weighted mode results from Table 5, it very obvious 
that all similarity metrics have much better overall performance for almost all datasets, 
except for Ružička in descriptive analysis and Group 1 for predictive analysis. 
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Table 4. Performance evaluation on the MPE dataset using standard coverage mode. Bolded 
results show increased performance, while underlined values show decreased performance com-
pared to the Manhattan metric. 

Dataset MPE Descriptive MPE Predictive 

Similarity  
Metric 
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Manhattan 1.00† 1.00† 1.00† 1.00† 0.82† 0.82† 0.92† 0.71† 
Euclidean 1.00† 1.00† 1.00† 1.00† 0.83† 0.82† 0.93† 0.72† 
Sorensen 1.00† 1.00† 1.00† 1.00† 0.83† 0.83† 0.93† 0.72† 
Cosine 1.00† 1.00† 1.00† 1.00† 0.82† 0.81† 0.91 0.69† 
Squared 
Euclidean 1.00† 1.00† 1.00† 1.00† 0.83† 0.82† 0.93† 0.72† 

Innerproduct 1.00 1.00 1.00 1.00 0.81† 0.80† 0.91 0.68† 
Canberra 1.00† 1.00† 1.00† 1.00† 0.53 0.53 0.47 0.12 

Harmonic Mean 1.00† 1.00† 1.00† 1.00† 0.53 0.53 0.47 0.12 

Ružička 0.53 0.53 0.51 0.14 0.53 0.53 0.47 0.12 

Divergence 1.00† 1.00† 1.00† 1.00† 0.53 0.53 0.47 0.12 
†Increased performance results compared to weighted mode results (compared with Table 6). 

In continuation, Table 5 and 6 are presented, which depicts the experimental evalua-
tion on both datasets using the weighted coverage mode. Weighted mode overall per-
formance is weaker than the standard coverage mode, but there are metrics that im-
proved algorithm’s performance when the algorithm uses the Manhattan metric. None-
theless, some metrics have obtained better models for predictive modelling for some 
attributes, like Schiller and Citology attributes. Other attributes didn't gain much per-
formance, but didn't lose on performance too much, either. If we compare the results 
from the coverage mode with weighted mode, only few similarity metrics in predictive 
analysis achieved better results and the difference is very small, in scale of 0.01. 

Finally, the experiments of the weighted coverage mode for the MPE dataset depict 
only two similarity metrics (Cosine and Innerproduct) that have achieved better results 
than Manhattan metric. Group 1 metrics again are metrics with lowest results, similar 
as they achieved for the standard coverage mode. 

 
 

167

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



 

Table 5. Performance evaluation on the CCRF dataset using weighted coverage mode. Bolded 
results show increased performance, while underlined values show decreased performance com-
pared to the Manhattan metric.  

Dataset CCRF Descriptive CCRF Predictive 

Similarity  
Metric 
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Manhattan 0.96 0.92 0.95 0.94 0.96‡ 0.90‡ 0.94‡ 0.94‡ 
Euclidean 0.96 0.92 0.95 0.94 0.95 0.90 0.94 0.93‡ 
Sorensen 0.96 0.92 0.95 0.94 0.96‡ 0.91‡ 0.95‡ 0.94‡ 
Cosine 0.96 0.91 0.94 0.94 0.95 0.90 0.94 0.92 
Squared 
Euclidean 0.96 0.92 0.95 0.94 0.96‡ 0.91 0.95 0.93 

Innerproduct 0.96 0.91 0.94 0.93 0.95 0.90 0.94 0.92 

Canberra 0.96 0.92 0.95 0.94 0.96‡ 0.91‡ 0.95‡ 0.93‡ 

Harmonic Mean 0.96 0.91 0.95 0.94 0.96 0.90 0.94 0.93 

Ružička 0.96 0.91 0.95 0.93 0.96 0.91 0.95 0.94 
Divergence 0.96 0.92 0.95 0.94 0.96‡ 0.90‡ 0.95‡ 0.93‡ 
‡Increased performance compared to coverage mode results (compared with Table 3). 

Table 6. Performance evaluation on the MPE dataset using weighted coverage mode. Bolded 
results show increased performance, while underlined values show decreased performance com-
pared to the Manhattan metric.  

Dataset MPE Descriptive MPE Predictive 

Similarity  
Metric 
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Manhattan 0.78 0.75 0.93 0.59 0.69 0.72 0.85 0.47 
Euclidean 0.78 0.65 0.74 0.48 0.73 0.65 0.77 0.45 
Sorensen 0.72 0.72 0.93 0.54 0.68 0.72 0.86 0.48 
Cosine 0.81 0.79 0.94 0.67 0.76 0.68 0.93‡ 0.54 
Squared 
Euclidean 0.78 0.75 0.93 0.59 0.69 0.72 0.86 0.48 

Innerproduct 0.81 0.80 0.97 0.61 0.76 0.69 0.94‡ 0.56 
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Canberra 0.72 0.72 0.93 0.54 0.53 0.53 0.47 0.12 

Harmonic Mean 0.82 0.80 0.94 0.65 0.53 0.53 0.47 0.12 

Ružička 0.53 0.53 0.51 0.14 0.53 0.53 0.47 0.12 

Divergence 0.78 0.75 0.94 0.59 0.53 0.53 0.47 0.12 
‡Increased performance compared to coverage mode results (compared with Table 4). 

 

3.2 Rule Models 

In this section, we present twenty rules for the two datasets, obtained from the PCRs 
algorithm, by using the algorithm’s settings based on the experimental evaluation given 
in the previous section. The first ten presented rules are for the CCRF dataset, and since, 
Ružička metric didn’t produce any rules in the output model for standard coverge mode, 
we select the second best average predictive performance over four target attributes. 
Four metrics are members in this selection (Euclidean, Cosine, Squared Euclidean and 
Harmonic Mean) and we present the second best rule of each similarity metric that 
obtained highest values for the product between coverage and dispersion. 
 
Rule1_1 (Euclidean): IF (Previous Diagnosed: CIN = No AND Previous Diagnosed: 
Cancer = No AND Age <= 46 AND STDs_Number_of_diagnosis <= 2) 
THEN [Hinsmann=No, Schiller=No, Citology=No, Biopsy=No]  
Coverage = 826/858, Cover* Dispersion = 45.674083 
 
Rule1_2 (Euclidean): IF (Previous Diagnosed: HPV = No AND Age <= 50) 
THEN [Hinsmann=No, Schiller=No, Citology=No, Biopsy=No]  
Coverage = 833/858, Cover* Dispersion = 47.141704 
 
Rule1_3 (Cosine): IF (Previous Diagnosed: Cancer = No AND Age <= 46 AND   
STDs_Number_of_diagnosis <= 2) 
THEN [Hinsmann=No, Schiller=No, Citology=No, Biopsy=No]  
Coverage = 826/858, Cover* Dispersion = 47.034817 
 
Rule1_4 (Cosine): IF (First_sexual_intercourse > 15.0 AND First_sexual_intercourse 
<= 18) THEN [Hinsmann=No, Schiller=Yes, Citology=Yes, Biopsy=Yes]  
Coverage = 409/858,   Cover* Dispersion = 35.6892 
 
Rule1_5 (HarmonicMean): IF (Previous Diagnosed: Cancer = No AND Age <= 46 
AND   STDs_Number_of_diagnosis <= 2) 
THEN [Hinsmann=No, Schiller=No, Citology=No, Biopsy=No]  
Coverage = 826/858, Cover* Dispersion = 47.034817 
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Rule1_6 (HarmonicMean): IF (First_sexual_intercourse > 15.0 AND First_sexual_in-
tercourse <= 18) THEN [Hinsmann=No, Schiller=Yes, Citology=Yes, Biopsy=Yes] 
Coverage = 409/858,   Cover* Dispersion = 35.6892 
 
Rule1_7 (Squared Euclidean): IF (Previous Diagnosed: Cancer = No AND Age <= 
46 AND   STDs_Number_of_diagnosis <= 2) 
THEN [Hinsmann=No, Schiller=No, Citology=No, Biopsy=No]  
Coverage = 826/858, Cover* Dispersion = 47.034817 

 
Rule1_8 (Squared Euclidean): IF (Intrauterine device <= 0) 
THEN [Hinsmann=No, Schiller=No, Citology=No, Biopsy=No]  
Coverage = 658/858, Cover* Dispersion = 45.34914 
 

It is obvious from the presented rules, that the rules (Rule1_1, Rule1_3, Rule1_5 and 
Rule1_7) are almost identical, except for the first Rule1_1, where the condition of the 
IF-THEN rule contains additional attribute. Looking over the second-best rules, we can 
note that target attributes have diverge values. For example, second most frequent rule 
that appears in the rule set says that if the First sexual intercourse is between 15 and 18 
years age, test using Schille, Citology, and Biopsy will be positive. Before me make 
any strong claims from the models, more experiments and datasets evaluations are 
needed to confirm such conclusions.  

Regarding the MPE dataset, the Sorensen metric achieved best average predictive 
performance over the four target attributes, and following rules obtain highest coverage. 
We present ten rules out of 178 rules from the model. 

 
Rule2_1: IF (DYRK1A_N > 0.372281) THEN [Control, Memantine, C/S, c-CS-m] 
Coverage = 522/1000, Cover* Dispersion = 30.027304 

 
Rule2_2: IF (ITSN1_N <= 0.542) THEN [Control, Memantine, S/C, c-SC-m]  
Coverage = 471/1000, Cover* Dispersion = 29.189548 

 
Rule2_3: IF (IL1B_N <= 0.488) THEN [Ts65Dn, Saline, S/C, t-SC-s]  
Coverage = 334, Cover* Dispersion = 17.686834 

 
Rule2_4: IF (pPKCAB_N > 1.779708) THEN [Control, Saline, C/S, c-CS-s]  
Coverage = 315, Cover*Dispersion = 15.211924 

 
Rule2_5: IF (SOD1_N > 0.661283). THEN [Control, Memantine, S/C, c-SC-m]  
Coverage =309, Cover*Dispersion = 15.886492 

 
Rule2_6: IF (pPKCAB_N <= 1.191) THEN [Ts65Dn, Memantine, S/C, t-SC-m]  
Coverage = 304, Cover* Dispersion = 18.375116 

 
Rule2_7: IF (RRP1_N > 0.175678) THEN [Ts65Dn, Saline, S/C, t-SC-s]  
Coverage = 302, Cover*Dispersion = 21.818285 
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Rule2_8: IF (NR2A_N > 4.329734) THEN [Ts65Dn, Memantine, S/C, t-SC-m]  
Coverage = 302, Cover*Dispersion = 14.391188 
 
Rule2_9: IF (AKT_N > 0.783877) THEN [Control, Saline, S/C, c-SC-s]  
Coverage (descriptive modelling) = 210, Cover*Dispersion = 11.1923 

 
Rule2_10: IF (SOD1_N > 0.784808) THEN [Control, Saline, S/C, c-SC-s]  
Coverage (descriptive modelling) = 203, Cover*Dispersion = 8.914157 

 
The multi-target methodology comes very handy here, since it is obvious that the life 

sciences domain experts combine the three attributes (Genotype, Treatment, Behav-
iour) into one attribute, the target class, in effort to build models which are handled by 
traditional machine learning algorithms that build models with one target attribute. 
From the learned models, we can identify several proteins/protein modifications that 
can be detected under specific experimental conditions. There are also some pro-
teins/protein expressions that appear to be active during different settings, for example 
pPKCAB_N is active in both c-CS-s and t-SC-m mode settings, but any further solid 
conclusion should be made on ground of more experiments and experimental data. 

4 Conclusion 

In this paper, we presented and discussed the results from the experimental evaluation 
of nine different similarity metrics against the Manhattan metric used in the PCRs al-
gorithm in area of life sciences. This is done in order to investigate the best metric for 
obtaining models with highest predictive accuracy. From the results of the coverage 
mode analysis, the standard mode for both datasets achieved better results compared to 
the weighted mode. Moreover, the predictive performance of almost all similarity met-
rics compared with the Manhattan metric was higher compared with the results obtained 
in the descriptive analysis in both standard and weighted coverage mode. Furthermore, 
Group 1 metrics performed worse than the Manhattan metric in both standard and 
weighted coverage modes for the MPE dataset. Based on this, it is hard to suggest an 
optimal similarity metric selection strategy, however some of the metrics were slightly 
more successful compared to the others. Additionally to this analysis, we presented 
some of the rules from the obtained models and gave a short interpretation. However, 
before any firm conclusion is made regarding the application of the learned models in 
life sciences domain, more experiments should be made with more experimental data. 
The future work is focused on developing other types of coverage modes that will fur-
ther improve the algorithm, as well as new similarity metrics for models with higher 
descriptive and predictive accuracy. 
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Abstract. The negative impact of poor oral health on the quality of life in the 
elderly is an important public health problem, which must be addressed by the 
policy makers. This paper addresses a cross-sectional study which analyzed the 
condition in oral health in patients aged 60 years and older, in the Republic of 
Macedonia. The clinical protocol was conducted in 100 subjects who completed 
the questionnaire. We used the clinical protocol to evaluate the actual condition 
in oral health through a dentist clinical examination. The clinical examination 
of our subjects showed findings of dental plaque, dental calculus and 
periodontal pockets. Dental plaque seen only by sound on the marginal gingiva 
was found in 45% of subjects; dental calculus of the upper molars was present 
in 51% of subjects, and more than half of the subjects had dental calculus on 
the lower incisors located supra and/or sublingually (56%). The results 
obtained in our research provide important basic data on various aspects of oral 
health of people aged 60 years and older. To improve dental and periodontal 
status among elderly, the using a laser in a dental treatment would be of a great 
benefit. Plaque and calculus removal, coagulation, faster tissue ablation and 
healing, no or minimal pain, no or few sutures, instant sterilization, little tissue 
shrinkage and depigmentation are main factors favoring laser application in 
periodontics. Our findings have indicated a very low level of oral health 
behavior of this population in R. Macedonia leading to a very poor oral health. 
Laser dentistry can be a precise and effective way to perform many dental 
procedures. Some dental laser technology has been developed that can be used 
to generate both hard and soft tissue laser energy, depending upon the patient’s 
needs.  

Keywords: Oral health ⸱ Elderly ⸱ Prevention ⸱ Dental and periodontal status ⸱ 
Laser dentistry. 

1 Introduction  

Negative influence of the poor dental oral health on quality of life in the elderly is an 
important public health problem, which has to be addressed and resolved by the 
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health policy creators. Many tools and instruments are available for enhancing the 
implementation and conveying the program of dental health care, and hence it is a 
huge challenge to apply the knowledge in action programs for oral health in the 
elderly. Recommendations of the World Health Organization are that a large number 
of countries have to accept strategies for improvement of oral health in the elderly. 
National health authorities should develop policies and measurable goals for oral 
health. National public health programs should be included in the promotion of oral 
health and prevention of diseases that share common risk factors [1]. 

1.1 Dental and periodontal state in population older than 60 years 

A well preserved gum/teeth is a precondition for good quality of life. In spite of the 
improvements made in preventive dentistry, edentulousness is still a huge health 
problem worldwide. For example, in the USA, the number of edentulous people older 
than 60 years is 9,000.000 or 25% of the total population. According to some studies, 
teeth loss may influence the general health condition in a few ways: 

x Smaller consumption/intake of fruit and vegetables, fibers and carotene, due 
to mastication problems results in increased cholesterol and triglyceride 
levels, which increases the risk of cardiovascular diseases and 
gastrointestinal disorders (onset of peptic or duodenal ulcer); 

x Increased risk of type 2 diabetes; 
x Increased risk of electrocardiographic abnormalities, hypertension, heart 

failure, ischemic heart disease, coronary heart disease; 
x Increased risk of chronic kidney diseases; 
x There is association between toothlessness and sleep and breathing 

impairment, including obstructive sleep apnea. 
Toothloss has a negative effect not only on the oral function, but on the social life 

and everyday activities of the individual, as well. Affected oral function is also 
associated with reduced self-confidence and reduced psychosocial well-being [2]. 
The state of the periodontium is of substantial importance for the oral health of every 
human being. The most common and most serious disease in the field of dentistry 
nowadays is periodontal disease. It is a progressive and degenerative disease of the 
supportive apparatus of the teeth, including the gums, jaw bone and periodontal fibers 
that are a link/connection between the teeth and jaw bones. It usually starts without 
pains and insidiously, but it is a long-term disease and appears mainly after the age of 
35 years. Pain is felt if secondary gum infection develops.  

The main cause for onset of periodontal disease is the appearance of dental 
plaque, which is formed due to consumption of squashy and soft food, which along 
with the poor and inadequate hygiene of the mouth and teeth result in formation of 
sticky, colorless film of bacteria and microorganisms. With mineralization, or 
precipitation of saliva minerals, dental plaque is transformed into dental calculi and 
dental concrements, which can be removed only with ultrasound or hand-held 
instruments for removal of dental calculi in a dental office. Therefore, regular dental 
controls, at least twice a year, are very important in order to recognize this disease in 
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its initial phase by a dental practitioner and to prevent development of eventual 
periodontal disease. 

General factors that diminish the immunity/resistance of the organism and 
periodontium thus alleviating and hastening the action of the dental plaque are: some 
blood dyscrasia (leukosis, agranulocytosis, hemorrhagic syndrome), endocrine 
disorders (diabetes), presence of toxic materials (lead, bismuth, mercury, arsenic), 
inherited predisposition (periodontal disease is not an inherited disease, but the 
anomalies regarding the position and shape of the teeth are inherited) and the older 
age. 

During aging atherosclerotic changes in the blood vessels appear. All tissues are 
affected by atrophy. Similar changes happen in the periodontium. In the elderly 
population the ability for regeneration and reparation of periodontal tissue is reduced, 
and hence the effect of all harmful agents is stronger, including those from the dental 
plaque. The appearance of periodontal disease in adults and older persons is the most 
common form of parodontopathy [3].  

The research in the area of dental public health among elderly in the Republic of 
Macedonia has been addressed in several papers. Some of them assessed the oral 
health and the impact it has on the quality of life in the elderly [4], as well as the 
knowledge and attitudes to preserve oral health among older people aged 60+ [5]. 
Others refer to the oral health strategy for elderly over 65 years, which is recognized 
as one of the public health priorities in the Republic of Macedonia [6]. The 
association between the level of education and the oral health status among elderly 
over the age of 60 is addressed in [7].   

1.2  Lasers as tools in oral health 

Dentistry increasingly uses new technologies including material science, engineering 
and Information and Communication Technology (ICT). This affects the dental 
practice, education of people that work in the field of dentistry and oral health, the 
research in oral health and dental care in general.  

Addressing the problem in focus, recent research has indicated that application of 
lasers in dentistry is of great help in treatment of periodontal diseases. 

Lasers have made their way in dental treatment since 1994. The term “LASER” 
stands for “Light Amplification by Stimulating Emission of Radiation”. Modern 
techniques using lasers can control the spread of harmful bacteria and limit tooth loss 
compared to standard periodontal treatment options. Some benefits of laser treatment 
for gum disease include: elimination of cutting and bleeding, soreness and discomfort 
of the gums, isolation of deep periodontal pockets, reduction in tooth loss, and 
regeneration of bone and ligament tissues. 

Optical properties of a tissue decide the interactions with lasers. When radiant 
energy is absorbed by tissue, four basic types of interactions occur: 

1. Photochemical interaction  
2. Photothermal interaction  
3. Photomechanical interaction  
4. Photoelectrical interaction  

175

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



 
 

Photochemical interaction includes bio-stimulation, which describes the stimulatory 
effects of laser light on biochemical and molecular processes that normally occur in 
tissues such as healing and repair.  
Photothermal interactions include photoablation, or the removal of tissue by 
vaporization and superheating of tissue fluids, coagulation and hemostasis.  
Photomechanical interaction includes photo-disruption or photo-disassociation, 
which is the breaking apart of structures by laser light.  
Photoelectrical interactions include photoplasmolysis, which describes how tissue is 
removed through the formation of electrically charged ions and particles that exist in 
a semi-gasseous high energy state [8].  

2 Methodology of the research 

This is a transversal, cross-sectional study, which presents the clinical aspects of oral 
health in subjects older than 60 years. The clinical protocol was conducted in 100 
surveyed patients, who were treated at the University Clinical Dental Center in 
Skopje, Clinic of Mouth and Periodontal Diseases, and in the Health Center – Skopje. 
This research was conveyed during 2015. The clinical examination was made in order 
to assess the current condition of oral health by a dental practitioner. The examination 
referred to assessment of dental and periodontal condition in the mouth. 

Clinical protocol for objective assessment of the condition of the teeth and 
periodontium was used in this study. The protocol helped us to assess the current state 
of the oral health with clinical examination done by a dental practitioner, which 
comprised dental and periodontal condition in the mouth (according to the protocol – 
annex 2). The clinical protocol consisted of two segments: the first one was based on 
the standard questionnaire created by WHO (1997); the second segment included 
findings of clinical examinations of almost half of the subjects that filled in the 
questionnaire, based on the modified version of Silness-Löe index.  

The clinical examination was done by using standard light, mirror and dental and 
periodontal probe in line with the WHO recommendations. Prior to the clinical 
examination, no previous cleaning of the teeth is necessary/required. 

The measurement of the state of oral hygiene, according to Silness-Löe plaque 
index, is based on recording soft debris and mineralized deposits on targeted teeth. 
The plaque index system shows moderate accumulation of soft deposit on the teeth 
and gingival margin or within gingival pockets that can be seen with naked eye. Each 
of the four surfaces of the teeth (buccal, lingual, mesial and distal) is given a score 
from 0-3. The results of the four surfaces of the tooth are added and divided by four in 
order to give the plaque index for one tooth. The indices for the following six teeth 
may be grouped to designate the index for the adequate group of teeth: 16, 12, 24, 36, 
32, 44. The index for the patient is obtained by summing the indices for all six teeth 
and dividing by six. 

In addition, a patient questionnaire was developed, which contained questions 
about the oral health behavior in the elderly, as well as the sources of information 
concerning the individual oral health care and treatment. This questionnaire was used 
to obtain corelations between oral health behavior and results from clinical 
examinations. 
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3 Results 

Based on the analyses obtained upon the clinical examination of the teeth and 
parodontium, results are obtained by which the situation of the oral health in persons 
aged above 60 in the Republic of Macedonia can be seen. 

Of the subjects, 59.1% were females, and 40.9% were males. Regarding age, 
subjects aged 60-69 years of age were predominant (54.9%), and the rest (45.1%) 
were subjects older than 70. In terms of educational status, the majority of subjects 
had completed secondary education (46.6%), followed by subjects with high 
education (24%) and primary education (22.3%). Of the entire cohort, most of the 
subjects had between 1 and 15 teeth (49%), whereas 13% of the subjects had between 
16 and 20, as well as more than 21 teeth, respectively. The percentage of female 
subjects who had more than 21 teeth (16.7%) was almost twice higher in comparison 
with the male subjects (7.6%). There was a statistically significant difference in the 
number of teeth according to age (Χ2=15.357, df=3, p=0.002); the larger percentage 
were subjects with 1-15 teeth in the age group of 60-69 years, in comparison to 43.7% 
of the elderly who had 1-5 teeth. In the following subsections some of the important 
findings of this study will be addressed.  
 
3.1 Dental plaque – upper molars 
 
More than half the subjects (68%) had a clean finding for a dental plaque of the upper 
molars; 29% had plaque when checked only using a probe on a marginal gingiva, and 
only 3% had a dental plaque which was visible on the marginal gingiva (Fig. 1).  
 

 
Fig. 1. Number and percentage of subjects with clinical findings for dental plaque (n=100).  

Table 1 shows the correlation between the clinical finding for the dental plaque of the 
upper molars and the results generated from the answers obtained from the 
questionnaire, which concern subject oral health and behavior. 

Table 1. Correlation of the clinical finding for dental plaque of the upper molars and the 
subject oral health and behavior. 

 Toothbrushing 
frequency 

Fluoride 
toothpaste use 

Toothbrushing in 
the morning 

Toothbrushing in 
the evening 

Interdental areas 
cleansing 

Spearman -,052) -,075) -,053) -,215) -,023) 

P ,601 ,651 ,456 ,312 ,534 
N 100 100 100 100 100 

0% 50% 100%

clean

only with a probe on a
marginal gingiva

visible on a marginal gingiva
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3.2 Dental plaque of lower molars 

 
45% of the subjects had dental plaque on their lower molars, upon clinical 

examination visible with a probe on the marginal gingiva, 20% had dental plaque 
which is visible on the marginal gingiva, and in somewhat more than a third (35%) 
the finding was a pure surface (Fig. 2).  

 

 

Fig. 2. Percentage of subjects with a dental plaque on the lower molars upon clinical 
examination. 

Table 2 shows the correlation between the clinical finding for the dental plaque of the 
lower molars and the results generated from the answers obtained from the 
questionnaire, which concern subject oral health and behavior. 

Table 2. Correlation of the clinical finding for dental plaque of the lower molars and the 
subject oral health and behavior. 

 Toothbrushing 
frequency 

Fluoride 
toothpaste use 

Toothbrushing in 
the morning 

Toothbrushing in 
the evening 

Interdental areas 
cleansing 

Spearman -,071) -,055) -,053) -,145) -,041) 

P ,821 ,275 ,456 ,125 ,254 
N 100 100 100 100 100 

 

0% 20% 40% 60%

clean

only with a probe on a
marginal gingiva

visible on a marginal gingiva
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3.3 Dental calculus – lower incisives   

More than half of the subjects in the research had calculus on their lower incisives 
which is found supra and subgingival (56%). In 40% of the subjects, calculus was 
detected supragingivally, and in only 4% no calculus was detected on lower incisives 
(Fig. 3).  
 

 
Fig. 3. Percent of subjects with clinical findings for dental calculus on lower incisives. 

 
Table 3 shows the correlation between the clinical finding for the dental calculus of 
the lower incisives and the results generated from the answers obtained from the 
questionnaire, which concern subject oral health and behavior. 

Table 3. Correlation of the clinical finding for dental calculus of the lower incisives and the 
subject oral health and behavior. 

 Toothbrushing 
frequency 

Fluoride 
toothpaste use 

Toothbrushing in 
the morning 

Toothbrushing in 
the evening 

Interdental areas 
cleansing 

Spearman -,358) ,245 ,134 -,044) -,682) 

P ,089 ,655 ,121 ,147 ,492 

N 100 100 100 100 100 

 
 

3.4 Periodontal pockets on the upper molars 

Periodontal  pockets on the upper molars was not present in only 19% of the subjects. 
In subject that had periodontal pockets upon the clinical check, mostly they were 
found supragingival (46%), and somewhat less supra and subgingival (35%) (Fig. 4).  

 
Fig. 4. Distribution of the findings for existence of periodontal pockets in upper molars upon 

clinical examination. 
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Table 4 shows the correlation between the clinical finding for the periodontal pockets 
of the upper molars and the results generated from the answers obtained from the 
questionnaire, which concern subject oral health and behavior. 

Table 4. Correlation of the clinical finding for periodontal pockets of the upper molars and the 
subject oral health and behavior. 

 Toothbrushing 
frequency 

Fluoride 
toothpaste use 

Toothbrushing in 
the morning 

Toothbrushing in 
the evening 

Interdental areas 
cleansing 

Spearman -,134 -,011 -,111 -,014 -,006 

P ,176 ,911 ,263 ,889 ,955 

N 100 100 100 100 100 

 

3.5 Periodontal pockets – lower molars 
 
Periodontal pockets on the lower molars were present in 69% of the subjects upon 
clinical examination, in 40% the pockets were located supragingivally, and in 29% 
supra and subgingival (Fig. 5).    

 

 
Fig. 5. Distribution of the findings for existence of periodontal pockets on the lower molars 

upon clinical examination. 

Table 5 shows the correlation between the clinical finding for the periodontal pockets 
of the lower molars and the results generated from the answers obtained from the 
questionnaire, which concern subject oral health and behavior. 

Table 5. Correlation of the clinical finding for periodontal pockets of the lower molars and the 
subject oral health and behavior. 

 Toothbrushing 
frequency 

Fluoride 
toothpaste use 

Toothbrushing in 
the morning 

Toothbrushing in 
the evening 

Interdental areas 
cleansing 

Spearman -,277** -,023) ,013 -,213* -,169) 

P ,005 ,818 ,901 ,031 ,089 

N 100 100 100 100 100 
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4 Discussion: motive for introduction of lasers in dental 
practice 

Assessment of oral health in the elderly population, people older than 60 years, has 
shown that demographic characteristics of the subjects contribute to differences in the 
oral-health state determined during the clinical examination of our patients.  

Although dental plaque is a primary etiological agent responsible for the 
development of periodontal diseases, there is a significant difference in the grade and 
severity of tissue damage among individuals, teeth and their location. The clinical 
finding for presence of periodontal pockets in the upper molars showed that only 17% 
of patients had no periodontal pockets, indicating the existence of periodontal disease 
in the larger number of our patients. Introduction of lasers in dentistry would 
significantly improve the treatment of teeth and soft tissues. 

The results differ from those obtained from the clinical examination in the study in 
Lithuania [9], where only 1% of the subjects did not have periodontal pockets, while 
60% of the subjects had periodontal pockets with depths of 4-5 mm, and in 70% of 
the examinees the depth of the pockets was 6 mm and more. In the Lithuanian study, 
dental plaque, calculus and periodontal pockets were present in all clinically 
examined subjects, and in 70% of them periodontal pockets were recorded, with a 
depth of 6 mm and more.  

The results of the research in Lithuania show that only 13% of the subjects did not 
detect the presence of dental plaque, 35% were present in the marginal gingiva, and 
52% was visible only with a probe of the marginal gingiva.18 Compared with the 
results of our research leads us to conclude that the condition of periodontal and teeth 
in elderly patients is at a very low level both in Lithuania and in the Republic of 
Macedonia.  

A survey done in the UK for the presence of dental plaque at different ages of the 
examined groups [10] suggests that the prevalence of dental plaque and periodontal 
disease was 33% in adult patients over 60 years of age who had natural teeth in the 
mouth, while in 54% of adults the periodontal pockets were deeper than 3.5 mm. 
Although a severe form of periodontal disease was relatively rare in the findings, 31% 
of people aged 65 years and more noted the existence of deep periodontal pockets, 
with a depth of 6 mm or more. It has been found that if more teeth are preserved in 
old age, there is a possibility of improving oral hygiene among a large number of 
older people in the United Kingdom. 

The results in our study also differ from the results of a recent cross-section study 
in Denmark [11], which was conducted on a random sample of 1,115 adult 
respondents grouped in age groups 35-44 and 65-74 years old. A large percentage of 
older respondents found a serious disorder of the periodontal condition, i.e., more 
than 82% had pockets with depths of 4-5 mm or deeper, while in the younger group, 
this percentage was twice lower (42%). In both age groups, the average number of 
teeth that had periodontal pockets deeper than 4-5 mm was higher for people with low 
levels of education. Analyzes of the results of the clinical trial showed that 
respondents with low or middle level education had significantly more teeth with 
shallow and deep periodontal pockets than those with higher education. 
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Laser dentistry can be a precise and effective way to perform many dental 
procedures. As the applications for dental lasers expand, greater number of dentists 
will use the technology to provide patients with precision treatment that may 
minimize pain and recovery time. 

4.1 Benefits 

x Procedures performed using soft tissue dental lasers may not require sutures 
(stitches). 

x Certain procedures do not require anesthesia. 
x Minimizes bleeding because the high-energy light beam aids in the clotting 

(coagulation) of exposed blood vessels, thus inhibiting blood loss. 
x Bacterial infections are minimized because the high-energy beam sterilizes 

the area being worked on. 
x Damage to surrounding tissue is minimized. 
x Wounds heal faster and tissues can be regenerated [12]. 

4.2 Types of Dental Lasers 

The Food and Drug Administration (FDA) has approved of a variety of hard and soft 
tissue lasers for use in the dental treatment of adults and children. Because dental 
lasers boast unique absorption characteristics, they are used to perform specific dental 
procedures. 

Hard Tissue Lasers: Hard tissue lasers have a wavelength that is highly 
absorbable by hydroxyapatite (calcium phosphate salt found in bone and teeth) and 
water, making them more effective for cutting through tooth structure. Hard tissue 
lasers include the Erbium YAG and the Erbium chromium YSGG. The primary use of 
hard tissue lasers is to cut into bone and teeth with extreme precision. Hard tissue 
lasers are often used in the “prepping” or “shaping” of teeth for composite bonding, 
the removal of small amounts of tooth structure and the repair of certain worn down 
dental fillings. 

Soft Tissue Lasers: Soft tissue lasers boast a wavelength that is highly absorbable 
by water and hemoglobin (oxygenating protein in red blood cells), making them more 
effective for soft tissue management. Commonly used soft tissue lasers include 
Neodymium YAG (Nd:YAG) and diode lasers, which may be used as a component of 
periodontal treatment and have the ability to kill bacteria and activate the re-growth of 
tissues. The carbon-dioxide laser minimizes damage to surrounding tissue and 
removes tissue faster than the fiber optic method. Soft tissue lasers penetrate soft 
tissue while sealing blood vessels and nerve endings. This is the primary reason why 
many people experience virtually no postoperative pain following the use of a laser. 
Also, soft tissue lasers allow tissues to heal faster. It is for this reason that a growing 
number of cosmetic dental practices are incorporating the use of soft tissue lasers for 
gingival sculpting procedures [13]. 

A very common phenomenon discovered in the elderly is fibrous hyperplasia, 
which appears as a result of long-term wearing of uncomfortable prosthesis that leads 
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to irregular oral functioning. Fibrous hyperplasia is treated by surgical incision using 
a scalpel, together with removal of the source of chronic trauma. However, scalpel 
techniques do not provide the hemostasis that is necessary when dealing with highly 
vascular tissues.  

The results presented in the study of  M.B.F. Amaral et al. demonstrated that  
diode laser surgery can be used in the management of oral tissues due to its high 
absorption by water and hemoglobin, and has provided good results in both 
periodontal surgery and oral lesions. They compared the effects of diode laser surgery 
to those of the conventional technique in patients with fibrous hyperplasia. A 
randomized clinical trial was performed in which surgical and postoperative 
evaluations were analyzed. On comparison of the laser-treated (study group) patients 
to those treated with a scalpel (control group), significant differences were observed 
in the duration of surgery and the use of analgesic medications. Over a 3-week period, 
clinical healing of the postoperative wound was significantly faster in the control 
group as compared to the study group. They concluded that diode laser surgery 
proved to be more effective and less invasive when compared to scalpel surgery in the 
management of fibrous hyperplasia [14]. 

Laser Assisted New Attachment Procedure (LANAP) is a relatively new treatment 
option that helps remove plaque and calculus, while limiting bacterial infection to 
help fight periodontitis by regenerating rather than resecting tissues. LANAP helps to 
remove infection causing bacteria in a safe and painless procedure that promotes 
epithelial and periodontal fiber attachments in the affected area. The use of the laser is 
guided by a microscope offering a less invasive, highly precise approach. Modern 
techniques using lasers can control the spread of harmful bacteria and limit tooth loss 
compared to standard periodontal treatment options. Some benefits of laser treatment 
for gum disease include: elimination of cutting and bleeding, soreness and discomfort 
of the gums. Isolation of deep periodontal pockets. Reduction in tooth loss. 
Regeneration of bone and ligament tissues [15]. 

The study published by Marteli et al. revealed that the application of PERIOdontal 
Bio Laser Assisted therapy might “eradicate” the periodontal disease. This study, the 
world's largest to date with the longest recorded microbiological follow-up period of 
24 months, demonstrated that the PERIOBLAST treatment successfully eradicated 
periodontal disease in 100% of 2,683 patients. Treating periodontal disease with 
antibiotics and invasive surgery or tooth extraction is ineffective in eradicating the 
disease, as the periodontal pathogens live below the gum line and colonise in poorly 
or non-vascularised areas. The antibiotics can reduce the presence of pathogens in the 
pockets but they cannot penetrate the biofilm to reach the dentine where further 
bacteria live. PERIOBLAST involves microbiologically-guided Nd:YAG laser 
irradiation of periodontal pockets, in conjunction with scaling and root planning. The 
use of the laser is guided by a microscope offering a less invasive, highly precise 
approach [16].  

The results obtained in other studies, which demonstrate the benefits of lasers in 
treatment of oral diseases, have motivated us to conduct an investigation for 
application of laser therapy in the elderly population. We expect to get interesting and 
significant results in the future.  
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5 Conclusions 
This paper presents a cross-sectional study which analyzed the condition in oral 
health in patients aged 60 years and older, in the Republic of Macedonia. 

The results obtained in our research provide important basic data on various 
aspects of oral health and oral health behavior of people aged 60 years and older, with 
a special accent on knowledge, attitudes and oral health habits of these subjects. 
Education is a significant factor in oral health behavior, but, for improving oral health 
habits, continual education is necessary, as well as broadening the knowledge for 
better oral health in this population in R. Macedonia. Our results have pointed out that 
there are many areas in the dental education that are to be resolved within the 
framework of the programs for the elderly: programs aimed at overcoming the lack of 
knowledge related to oral health in the elderly, periodontal diseases and oral cancer, 
by which those who seek dental care would greatly benefit. Subjects with higher level 
of education had better knowledge about the oral health and better oral health 
behavior. 

The clinical finding of dental plaque is in a positive correlation with sex and age 
of patients, and in a negative correlation with the degree of education. Clinical 
examination of our subjects showed findings of dental plaque, dental calculus and 
periodontal pockets. More than a half of our patients had dental plaque on the lower 
incisors, and only 19% of the patients had no periodontal pockets at the time of the 
clinical examination. In the time when engineering and ICT are becoming integral 
part of dentistry, and thus oral health, the introduction of laser dentistry would 
significantly improve the treatment of teeth and soft tissues in this age-category of 
adults. Soft tissue lasers are particularly important since they may be used as a 
component of periodontal treatment as well as after tooth extraction for faster tissue 
healing. Also, presently there are no studies comparing laser treatment methods and 
traditional methods. Additional research is necessary in order to determine this, as 
well as the broader effect of laser therapy in dental practice. 
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Abstract. Road traffic injuries (RTIs) are a serious public health priority for 
policy intervention, both in the world and in Republic of Macedonia. Main 
objective was to identify the RTIs risk factors, estimate the burden they cause in 
Macedonia, as well as to compare it with Europe. The survey is a cross-
sectional study which analyses official data from Ministry of Inferior, State 
Statistical Office, medical records for RTIs, Institute for Health Measures and 
Evaluation and Health for All databases (HFA) for 2015. World Health 
Organization (WHO) method has been applied to estimate the burden of RTIs 
and WHO standard information and communication technology (ICT) - 
software application was used to calculate years of life lost (YLLs), years lost 
due to disability (YLDs), and disability adjusted life years (DALYs) caused by 
RTIs in Macedonia in 2015. Three hypotheses have been tested and confirmed. 
The total burden of RTIs in Macedonia is 4.960 DALYs lost, i.e. 3.134 YLLs, 
and 1.826 YLDs. The burden in males is almost three times higher than in 
females. Most vulnerable road users are in 15-44 age groups, i.e. those with 
biggest biological and economic potential. There is no statistically significant 
difference between Macedonia and Europe in the percentage participation of 
RTIs in the total burden of diseases and injuries. Multisectoral cooperation is 
crucial for implementation of evidence based policy interventions for road 
safety promotion. Application of more sophisticated and cost effective ICT 
methods and applications are needed for RTIs prevention and road safety. 

Keywords: Road traffic injury ⸱ Burden ⸱ DALY ⸱ Intervention ⸱ Information 
and communication technology.  

1   Introduction 

Findings from the studies worldwide show that RTIs as a cause of morbidity and 
mortality, have a great share in the burden of diseases and injuries. Data from WHO - 
Health statistics and information systems suggest on approximately 76.02 million 
disability adjusted life years lost (DALYs) as a result of RTIs globally, or 2.8% of the 
total burden of diseases and injuries [1]. The road traffic traumatism, both in the 
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world and in the Republic of Macedonia, is serious public health problem and priority 
for evidence based policy intervention. Number of deaths, injured, high level of 
disability, and huge economic costs are justifying the need of applied Information and 
Communication Technology (ICT) in road traffic safety research.  

The third Global status report on road safety shows that low and middle-income 
countries are hardest hit, with double the fatality rates of high-income countries and 
90% of global road traffic deaths. RTIs are the leading cause of preventable death; 
leading cause of death among young people aged between 15 and 29 years, and cost 
governments approximately 3% of Gross domestic product (GDP). Vulnerable road 
users – pedestrians, cyclists, and motorcyclists make up half of these fatalities [2].  
RTIs participate with 34% in the total number of injuries in Macedonia and about 
50% of all injury related deaths in children and adolescents (3). Children and young 
people aged up to 24 years accounted for 43.6% of the total number of injured and 
26.5% deaths in road traffic accidents (RTAs) [3, 4].  

Emphasizing their significance and complexity, a consistent and comparative 
description of the burden and risk factors of RTIs is an important input to decision-
making and planning processes. It requires targeting of all possible resources in order 
to take appropriate specific public health measures for RTIs prevention. The obtained 
results show us the early effects of the implementation of the Second National 
strategy for improving traffic safety on the roads in Macedonia 2015-2020 [5] in 
accordance with the recommendations of the Decade of Action for Road Safety 2011-
2020 [6]. 

Main objective was to identify the risk factors and estimate the burden of RTIs in 
Macedonia as well as to compare it with the RTIs burden in Europe.  

2   Material and methods 

The survey is designed as a cross-sectional study which analyses official data from 
Ministry of Internal Affairs, State Statistical Office, hospital medical records for 
RTIs, Institute for Health Measures and Evaluation (IHME) and Health for All (HFA) 
database for 2015. WHO standard method has been applied to estimate the burden of 
RTIs [7, 8] and WHO standard information and communication technology (ICT) - 
software application was used to calculate years of life lost (YLLs), years lost due to 
disability (YLDs), and disability adjusted life years (DALYs), caused by RTIs in 
Macedonia in 2015 [9].  

DALY is a summary measure which combines years lost due to premature death 
and time lived in state of less than optimal health, loosely referred to as “disability” 
[7, 8]. The burden of RTIs is calculated as a sum of the YLLs and the YLDs for 
people living in state of less than good health resulting from the consequences of 
RTIs, using WHO standard software application [9]. 

                      DALY = YLL + YLD                       [10] 
The YLL basically correspond to the number of deaths multiplied by the life 

expectancy at the age at which death occurs. The basic formula for YLL is the 
following for a given cause, age and sex: 

    YLL = N × L              [10] 
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Where: N = number of deaths; L = life expectancy at age of death (in years). 
The full formula for standard discounting and age weighting calculations is given 

as follows: 
   YLL = N Ce (ra) / (b+r)2 [e-(b+ r) (L+a) [-(b+r) (L+a)-1] - e-(b+ r)a [–(b+r)a-1]]      [8] 
where: r is the discount rate (GBD standard value is 0.03), C is the age-weighting 
correction constant (GBD standard value is 0.1658), b is the parameter from the age-
weighting function (GBD standard value is 0.04), a is the age of onset, and L is the 
time lost due to premature mortality.  

Because YLL measure the incident stream of lost years of life due to deaths, an 
incidence perspective has also been taken for the calculation of YLD. 

To estimate YLD for a particular cause in a particular time period, the number of 
incident cases in that period is multiplied by the average duration of the disease and a 
weight factor that reflects the severity of the disease on a scale from 0 (perfect health) 
to 1 (dead).  

The basic formula for YLD is:  
YLD = I × DW × L                     [10] 

where: I = number of incident cases; DW = disability weight; L = average duration 
until remission or death (in years). 

The full formula for YLD with non-uniform age weights is given: 
 YLD=I DW{K Ce(ra)/(b+r)2[e-(b+r)(L+a)[-(b+r)(L+a)-1]-e-(b+r)a[–(b+r)a-1]]+(1-
K)(L/r)(1–e-rL)}                                                      [8] 
where: DW is the disability weight, r is the discount rate (GBD standard value is 
0.03), C is the age-weighting correction constant (GBD standard value is 0.1658), b is 
the parameter from the age-weighting function (GBD standard value is 0.04), a is the 
age of onset, L is the duration of disability, and a parameter K specifies whether age-
weighting is applied (K=1) or not (K=0). 

Three hypotheses have been set and tested:  
H1: There is a difference in the burden of road traffic injuries between males and 

females;  
H2: The burden is highest in 15-44 age groups;   
H3: There is no statistically significant difference between Macedonia and Europe 

in the percentage participation of road traffic injuries in the total burden of diseases 
and injuries. 

3  Results 

In 2015 in Macedonia, on the territory of 25.713 km2, lived 2.071.278 people, 
1.037.601 of them men (50.1%) and 1.033.677 women (49.9%), with a population 
density of 80.5 inhabitants per km2 [11]. In 2015, there were 3.854 road traffic 
accidents on Macedonian roads, resulting with 6.061 injured and dead (accidents with 
material damage only are not included) (Table 1). [12, 13] 
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Table 1. Distribution of Road Traffic Injuries and Deaths in Macedonia in 2015 by 
Age and Sex. 

Age 
Group Dead Injured Total Percent 

 Males Females Males Females   
0 – 4 6 1 54 43 104 1.71 
5 – 14 7 3 366 212 588 9.70 
15 – 29 28 13 1.646 411 2.098 34.61 
30 – 44 23 11 1.286 356 1.676 27.66 
45 – 59 13 4 789 246 1.052 17.36 
60 – 69 11 4 264 82 361 5.96 
70 – 79 8 4 78 38 128 2.11 
80+ 9 3 24 18 54 0.89 

Total 105 43 4.507 1.406 6.061 100 148 5.913 
 

Data indicates that drivers and passengers of passenger cars suffer the most. This 
category of road users covers most of the injured persons [dead (69), seriously (366), 
and slightly injured (3.286), with 61.39% of the people involved in RTAs. Pedestrians 
(985), motorcyclists (499), and cyclists (470), especially vulnerable road user groups, 
are injured in 32.23% of the accidents. Least affected of RTIs are car drivers (0.31%). 
Driver error is a cause in 94.86% of RTAs, pedestrians in 4.18%; passengers in 
0.18%, and roads, vehicles and other causes in 0.78% of RTIs. Speeding is the most 
common cause for RTAs (31.46%). Failure to follow the rules and road traffic 
regulations are reported in 24.28% of the RTAs, failure of the road side driving in 
21.51%, irregular car direction movement in 17.84%, and drinking and driving in 
4.91% [12]. The seasonal epidemic wave of RTAs is from May to September, critical 
days Friday and Saturday, and “rush hours” 14 - 16 pm. [13] 

Life expectancy at birth in Macedonia in 2015 in men was 74 and in women 78 
years [14]. But, to define the standard for global comparability of this study, the 
highest value of life expectancy for all nations - 82.5 years for women in Japan (life 
table model, called Coale and Demeny West level 26) was selected. The calculated 
biological difference between a man and a woman in the potential survival was 2.5 
years, hence, 80 years of life were selected as the standard of life expectancy at birth 
in men [15, 16]. 

Consequently, YLLs are calculated as the number of RTIs deaths multiplied by a 
loss function specifying the years lost for deaths as a function of the age at which 
death occurs. 
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Table 2. Years of Life Lost due to Road Traffic Injuries in Macedonia in 2015. 

Age 
group 

           
Population 

             
Deaths 

Average age 
 at death 
 

Standard life 
expectancy YLL 

 Males Females M F M F     M             
F M F 

          
0-4 59.579 55.392 6 1 1.8 2.6 78.8 81.9 181 30 
5-14 118.698 111.240 7 3 9.7 9.1 71.5 74.8 205 89 
15-29 226.542 213.974 28 13 23.2 23.0 58.1 61.6 765 362 
30-44 239.557 229.596 23 11 36.9 37.2 44.2 46.9 559 275 
45-59 213.524 211.012 13 4 52.7 51.4 29.5 34.8 210 83 
60-69 105.547 115.336 11 4 66.4 66.4 20.5 24.5 104 58 
70-79 54.686 68.235 8 4 74.8 75.1 11.3 14.6 116 41 
80+ 19.422 28.658 9 3 86.1 87.5 6.1 7.8 42 15 

Total 1.037.555 1.033.443 10
5 43 42.2 41.2 40.0 43.4 2.181 953 

 
Death rate of RTIs in men is 0.10 / 1.000 (105 deaths). Average age at death is 42.2 
and standard life expectancy 40 years. The estimated number of years of life lost in 
men is 2.181 (YLLs = 2.1/1.000 population). Young men in 15-29 study age group 
are most affected, covering 35.07% of years lost due to premature death caused by 
RTIs (YLL = 3.4/1.000). Next affected is 30-44 age group, taking 25.63% (YLLs = 
2.3/1.000), and men aged 45 to 59 have a death rate of 1.0/1.000 (9.63% of YLLs) 
(Table 2). 

With 43 deaths, the number of YLL of RTIs in women is 953. Average age of 
death is 41.2 and standard life expectancy 43.4 years. In the total number of YLLs 
(0.9/1.000), most of the years lost are due to deaths in females in 15-29 (YLLs = 362) 
and 30-44 (YLLs = 275) age groups (Table 2).  

To estimate YLDs, the number of incident cases is multiplied by the average 
duration of the disability and a weight factor that reflects the severity of the injury on 
a scale ranging from 0 (signifying states that are equivalent to ideal health) to 1 (states 
equivalent to being dead).  

A total of 4.507 injured men (incidence rate of 4.3/1.000) count for 1.356 years 
lost due to disability by RTIs (YLDs = 1.3/1.000). The average age at injury is 34.5 
and disability duration 0.7 years. Young men in 15-29 study age groups cover almost 
half of the YLDs (45.35%). Next affected are males in 30-44 age groups with 
25.88%, and least present men over 80s (0.66%) (Table 3). 

The number of injured women is 1.406, or incidence rate 1.4/1.000. The average 
age at injury is 33.7 and disability duration 0.8 years. The highest share of YLDs in 
females take 15-29 study age groups (38.51%). Women at the age of life 30 to 44 
cover 20.85% of the YLDs of RTIs and least affected are women over 80s (1.49%) 
(Table 3).  
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Table 3. Years Lost due to Disability of Road Traffic Injuries in Macedonia in 2015. 
 

Age 
group 

          
Population 

           
Incidence 

 
   Age at 
onset 

Duration 
(years) YLD 

 Males Females M F M F M F M F 
          

0-4 59.579 55.392 54 43 2.5 2.5 0.0 0.0 17 16 
5-14 118.698 111.240 366 212 10.0 10.0 0.0 0.0 122 87 

15-29 
226.542 213.974 1.64

6 
411 22.5 22.5 0.0 0.0 

615 181 

30-44 
239.557 229.596 1.28

6 
356 37.5 37.5 0.0 0.0 

351 97 
45-59 213.524 211.012 789 246 52.5 52.5 0.0 0.0 176 43 

60-69 
105.547 115.336 264 82 65.0 65.0 10.

0 
10.
0 42 26 

70-79 54.686 68.235 78 38 75.0 75.0 5.0 5.0 24 13 
80+ 19.422 28.658 24 18 85.0 85.0 3.0 3.0 9 7 

Total 
1.037.55
5 

1.033.44
3 

4.50
7 

1.40
6 34.5 33.7 0.7 0.8 

1.35
6 470 

 
Table 4. Disability Adjusted Life Years lost due to Road Traffic Injuries in 
Macedonia in 2015. 

 Males Females Total 
Study 
age 
grou
ps 

Populati
on 

DAL
Y 

DALY 
/ 
1 000 

Populati
on 

DAL
Y 

DAL
Y / 
1 000 

Populati
on 

DAL
Y 

DAL
Y / 
1 000 

    
0-4 

59.579 198 3.3 55.392 46 0.8 114.971 244 2.1 

5-14 118.698 327 2.8 111.240 176 1.6 229.938 503 2.2 
15-
29 

226.542 1.38
0 

6.1 213.974 543 2.5 440.516 1.92
3 

4.4 

30-
44 

239.557 910 3.8 229.596 372 1.6 469.153 1.28
1 

2.7 

45-
59 

213.524 386 1.8 211.012 126 0.6 424.536 512 1.2 

60-
69 

105.547 146 1.4 115.336 84 0.7 220.883 230 1.0 

70-
79 

54.686 140 2.6 68.235 54 0.8 122.921 194 1.6 

80+ 19.422 51 2.6 28.658 22 0.8 48.080 72 1.5 
Tota
l 

1.037.55
5 

3.53
7 3.4 1.033.44

3 1.423 1.4 2.070.99
8 

4.96
0 2.4 
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In total of 6.061 injured, including deaths, the burden of RTIs on national level is 
4.960 disability adjusted life years lost, or 4.960 ‘healthy’ life years lost (DALYs = 
2.4/1.000) (Table 4). Number of the years of life lost due to premature death for both 
sexes is 3.134 (Table 2), and 1.826 are the years lost due to disability (Table 3), 
caused by RTIs. 

4  Analysis and Discussion 

In Republic of Macedonia males have almost three times higher burden than females 
or 71.31% of DALYs are lost due to RTIs in men (Table 4). Chi-square test (χ2 = 28, 
degrees of freedom = 1, P < 0,01) shows a significant difference in distribution of the 
burden of RTIs between males and females. This confirms the first hypothesis – there 
is a significant difference in the burden of road traffic injuries between males and 
females. The relative risk of 2.95 indicates that the possibility of RTI in males is 
almost three times higher than the possibility of an injury in females.  

According to WHO, more than three-quarters (77%) of road traffic deaths globally 
are accounted in males [17-19]. Data from surveys about the risk behaviour in road 
traffic reports that male representatives are involved in a car accident twice more than 
female, and nearly three times as many reported of two or more accidents [20, 21].  
In all world reports on road safety status [2, 18, 22, 23], most common among the 
injured in road traffic are those aged 15 to 44 years, and according to WHO data, they 
comprise 59% of the victims in accidents globally. More than 50% of the RTIs global 
mortality is among people aged 15 to 44 years [2, 19], or traffic injuries are the 
leading cause of death among young people from 15 to 29 years and the second most 
common in children aged 5 to 14 [23, 24].  

As globally, in this survey most vulnerable road users are those in 15-44 age 
groups, with 64.59% of the burden. A statistical analysis confirmed the second set 
working hypothesis - the RTIs burden is the highest at age 15-44 - Chi-square test (χ2 
= 46, degrees of freedom = 3 and P < 0,01). Because these age groups are with the 
biggest biological and economic potential of the society, the burden is even more 
seriously affecting the economy and public health, and should be urgently addressed.   
More than 3% of hospitalized were aged 0 to 4 years. Considering the fact that 
Macedonia was one of the countries which did not have legislation for mandatory use 
of special child seats in vehicles few years ago, a great improvement in terms of RTIs 
reducing among the youngest is being expected with the last amendments in the Law 
for Road Traffic Safety [25].  

The third hypothesis - there is no statistically significant difference between the 
participation of RTIs in the total burden of diseases and injuries in Macedonia and 
Europe, has been tested and confirmed comparing the percentage participations of 
RTIs DALYs in the total burden of diseases and injuries from 2000 to 2015 (in five 
years intervals) for all ages. Data are taken from the Institute of Health Measures and 
Evaluation in Seattle (IHME) [26].  

RTIs burden percentage participation in the total burden of diseases and injuries in 
Macedonia did not have drastic variations in last 15 years. Namely, in 2000 it was at a 
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point of 1.79% of the total burden, increased to 1.88% in 2005, and then slightly 
declined to 1.82% in 2010. It reached a pick in 2015 with a participation of 1.89% in 
the total burden (Fig. 1.). The participation in Europe in 2000 was 2.82%, reached 
2.84% in 2005, dropped at a point of 2.61%, and continued declining to 2.46% in 
2015. Although the RTIs burden percentage participation in Europe is higher than in 
Macedonia, it has continuously decreasing trend in last 10 years, which is not the 
situation with the same one in Macedonia (Fig. 1). 
 

 
Fig. 1. Percentage participation of Disability Adjusted Life Years lost of Road Traffic 
Injuries in the Total Burden of Diseases and Injuries in Macedonia and Europe 
 
Pearson's test for linear correlation (coefficient of determination r2 = 0.41875, 
correlation coefficient (r) = -0,39322 and P = 0,6599) showed an absence of evidence 
of statistical significant difference in percentage share of RTIs burden in the total 
burden of diseases and injuries compared between Macedonia and Europe, which 
confirms the third hypothesis in the study. 

Macedonia has two National strategies for improving of the road safety [5, 27], 
but still does not have comprehensive laws which address all RTIs risk factors, and 
the enforcement of the existing is not on satisfactory level. It is necessary to propose 
an essential cooperation for coordinated multisectoral and multidisciplinary 
preventive activities of all relevant sectors (health, transport, education, law and 
legislation, urban planning, and interior) to make monitoring and evaluation of the 
Second National strategy for road safety improvement 2015-2020 implementation, 
according to the recommendations of the Decade of Action for Road Safety 2011-
2020 and Sustainable Development Goals [6]. 

5  Conclusions 

This paper presents the burden of RTIs in Macedonia in 2015, estimated by WHO 
standard method and ICT software application, emphasizing its significance and 
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complexity as a priority public health problem. Evidence based road safety promotion 
programs have to take into account the current priorities: vulnerable road users, main 
risk factors, critical road points, most common types of injuries, legislation etc. The 
Information and Communication Technology systems might help a lot in inventing 
new software applications that can be used for estimation and comparability of 
different data, metrics, and research. Application of more sophisticated ICT methods 
and applications is crucial for road traffic safety improvement especially those that 
are cost effective. 
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Abstract. Air pollution and its effect on health is a major problem in
urban areas. Even though there are many solutions for air quality esti-
mation based on measurements from specialized sensors, their adoption,
calibration and integration is still limited. In this paper we propose a so-
lution for estimating visibility based on widely accessible static cameras.
The system uses a camera positioned in a static location in the city, and
then maps the landmarks and their distances from the camera. A cloud-
based solution for data collection, image processing and visualizing the
data was used. We show the plausibility of such solution through a case
study in Skopje, Macedonia. The goal of the problem is to demonstrate
that an Internet-of-things solution can be implemented by adding more
cameras to estimate the visibility in different parts of the cities, aim-
ing to help in understanding how different factors (e.g. factories, waste
disposal plants, parks, traffic, heating types, etc.) affect air quality.

Keywords: Air Quality . Air pollution . Air visibility . Image processing
. IoT.

1 Introduction

For every developing country pollution is a big challenge, because those countries
do not have the resources and technology to deal with pollution [1]. Macedonia is
one of those countries. Our capital and biggest city Skopje is one of most polluted
cities in Europe with air pollution so high that you can practically see it. This
situation gave us the idea for this project, to see how much you can see in a
polluted urban environment and also raise awareness to take immediate actions.
The idea was to develop a system that uses static cameras to monitor landmarks
or buildings and detect their visibility using image processing algorithms.

In the sections that follow, we will present some of the related work that
resembles our system (Section 2), then we explain the design of the system in

⋆ This work was partially financed by the Faculty of Computer Science and Engi-
neering at the Sts. Cyril and Methodius University in Skopje, Macedonia. We also
acknowledge the support of NI TEKNA - Intelligent Technologies and Microsoft
Azure for Research through a grant providing resources for this work.

196

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



Section 3, and next we discuss the results in section 4. In section 5 we conclude
this paper and discuss ideas for future extensions of the system.

2 Related work

Every developing country has the same problem with air pollution. There are
many ways to measure and represent pollution in urban environments, for ex-
ample there was a similar project in Skopje using Airpointer sensors to measure
the air quality [2] or using nanotechnology based solid state gas sensors in Cairo,
Egypt [3]. There are also examples of cloud computing (CC) and wireless sensor
networks (WSN) that are used for data processing and as a service model [4].
There are also authors that used cameras as sensors to measure visibility like
in [5] the authors used onboard cameras in cars to detect visibility conditions
of the road and in [6] the authors used static cameras in urban environments to
detect fog and estimate the density of the fog. Similarly the authors of [7] use
roadside static cameras to detect visibility ranges, here they also deal with the
dynamicity of the scene where constant flow of traffic is present. Also the view
of the cameras is always directed towards the road making the visibility ranges
limited.

The proposed system uses images taken from a specific (fixed) location. On
those images, the landmarks and buildings are marked and associated them with
GPS coordinates, obtained from Google maps [8]. This facilitates calculation of
the distance between the landmarks and the camera location. So for each image,
the camera position is also stored in the system, and later used in visibility range
calculation.

3 System Architecture

The system structure consists of four parts: collecting data, processing data,
saving data and presenting data as shown on Fig. 1. Because cloud-based archi-
tectures have been successfully applied in image processing, providing trained
lightweight models for consumption on other devices with limited memory [9], we
also store all collected data on the cloud, where we also perform all processing.

3.1 Collecting Data

The first part of the system is the data collection layer. This part consists of all
the cameras that the system uses. For every new camera that is installed, we
select landmarks from the image and associate coordinates and distance from the
camera for each landmark. We have to input the coordinates of the rectangles
that wrap the landmarks in the image. This information is stored and used in the
next layer. The images from the cameras are collected every hour and stored in
a folder in the data processing server with filenames that associate each camera
separately.
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Fig. 1. Architecture of the visibility range detection system

3.2 Processing Data

After the data is collected in the processing server, it runs an application that
collects all images. For each image, the application identifies the source device
(camera) and gets the fragment information (i.e. the landmark on that particular
portion of the image) from the server. To understand better how the visibility
range is detected, we must define terms like image and visibility. One of the
definitions of an image is - 2D representation of a 3D world, and by using this
information we can extract data from each image that represents coordinates in
a map system and distance from the sensor (camera). Visibility range can be
defined as the distance one can see as determined by light and weather conditions.
Visibility of an object can be defined as the ability to perceive contours, texture
and color of the object. Using the definitions of these terms we can create an
algorithm to detect visibility of an object in a photo. In Fig. 2 as you can see we
have selected some landmarks with bounding rectangles and we have associated
Google maps coordinates (Latitude and Longitude) to them. In Fig. 3 we see
associated distances to each of the rectangles. This gives us more than enough
information to define a class Fragment that will contain all the information of
a landmark. The class Fragment will consist of information about the bounding
rectangles: x coordinate of the top left corner, y coordinate of the top left corner,
width and height of the rectangle and information about the contents of the
image: geolocation of the landmark and distance from the camera. Using this
information about each fragment we can design algorithm to detect visibility as
seen in Listing 1.1.
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Fig. 2. Representation of landmarks from image in the Google Maps coordinate system

The algorithm accepts as input parameters: x coordinate of the top left cor-
ner, y coordinate of the top left corner, width and height, distance from the
camera and the whole image, and has a boolean output parameter that returns
the visibility state of the landmark in the fragment.

Fig. 3. Distance between the camera and the landmarks

Then using the input parameters x, y, w and h, we construct a rectangle that
bounds only the area of the landmark (Listing 1.1 line 2) and uses that rectangle
and the input image to create a new image that has only the contents in that
rectangle (Listing 1.1 line 3) (image of the fragment Fig. 4).
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We run an edge detection algorithm from OpenCv [10] on the image of the
fragment and store the result in a matrix (Listing 1.1 line 4). In the next step,
we use the distance of the camera to determine the threshold. The selection of
the threshold is done by the logic: the closer the object the more sensitive the
threshold (Listing 1.1 Line 5).

1 def detect visibility (x, y, w, h, d, image):
2 frag rect = construct rect(x, y, w, h) # Rectangle that bounds the area of the landmark
3 frag img = construct mat(image, frag rect) # Image fragment with the landmark
4 edge img = edge detection(frag img) # Edges on the image fragment with the landmark
5 threshold = thres selection (d)
6 percentage = (edge img.edge pixels / edge img. all pixels ) ∗ 100
7 visibility = percentage > threshold
8 return visibility

Listing 1.1. Algorithm for detecting visibility of landmark in fragment

In the next step we calculate the percentage on the pixels that are generated
in the edge detection algorithm (Listing 1.1 Ln 12). If the percentage is bigger
than the threshold, the object is visible. If not, the object is not visible (Listing
1.1 Ln 14-17), as shown in Fig. 5.

Fig. 4. Fragment of an image
Fig. 5. Visible and invisible landmark

3.3 Saving Data

After we process the images and get all information about the fragments, we
upload our processed data to the sever. For each image, we save the date of the
image along with the image itself, and the fragment images of each landmark and
their state (visible or not). Our database is represented with the E-R diagram
on Fig. 6. The proposed database design is also compatible for using HBase or
other scalable databases [11].

In case when the datasets become larger, one can parallelize the feature
selection and segmentation methods with approaches such as [12, 13].
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Fig. 6. ER diagram of the database

3.4 Presenting Data

To present the data we made a simple frontend HTML and JavaScript appli-
cation. In the application, we select a camera and we receive from the server
information about the camera: location, landmark locations and dates of record-
ing the data and we present them to the user. The user can then select a single
date form the Locations section of the page and get information on the map
about the visibility of the landmarks on that date (Fig. 7) or can select range of
dates from the Chart section and get a chart representation of the visibility of
that ranges (Fig. 8). In the Locations screen, as shown in Fig. 8, we represent
the visible landmarks with green markers, the invisible with red and the camera
location with blue marker.

Fig. 7. Locations section of the client application
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Fig. 8. Average daily visibility in Skopje based on the monitored landmarks

4 Results

Each image is in 2592 x 1552 resolution with 72dpi density. The image processing
application is written in c# and call a c++ Dynamic-link library that contains
the algorithm for calculating the visibility. The image processing server has a
Windows 7 operating system, Intel i7-4710HQ (2.50 GHz 1600 MHz 6MB) and
8 GB RAM. For testing the system we used images of one location in Skopje
from 19 February to 27 February 2015 and we used only daytime images from
10 AM to 16 PM (Fig. 8). In Figures 9 and 10 we can notice that the visibility
does not depends only on the weather, because even though it is sunny on both
pictures, the air pollution has a significant impact on visibility.

Fig. 9. Sunny weather in Skopje with landmark visible
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Fig. 10. Sunny weather in Skopje with landmark not visible

5 Conclusion

We have presented a system consisted of a sensor network that communicates
with a cloud server and presents the processed data to the users. We used im-
age processing algorithms to process the data from the sensor and upload it
to the cloud. By adding more sensors to the system, the visibility and, thus,
the air quality, could be better estimated. Namely, our idea is to employ a va-
riety of publicly available static cameras (e.g. web cameras for monitoring the
weather, traffic cameras, security cameras, etc.) to estimate the visibility at dif-
ferent locations in cities. Then, by linking this information to systems providing:
air quality measurements, weather forecast, map of heating sources in different
parts of the cities (e.g. heating on coal or wood, pellets, electricity, central heat-
ing, etc.), traffic jams, factories, waste disposal sites, construction locations and
other relevant factors to air quality, we could identify how all of these factors
affect visibility and air quality. This could lead to building forecasting models
for air pollution that could be used to prevent or at least minimize it by acting
pro-actively instead of reactively.
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Abstract. Smartphones are increasingly used for collecting data on travel be-
haviour. Among others, this approach can support the development of a holistic 
view of Value of Travel Time (VTT) beyond the time and cost savings dimen-
sions. Smartphones enable collecting data on the travel experience itself. This 
subjective dimension is still relatively under-researched. Knowledge gathered in 
this area can support reconsidering the traditional negative connotation (i.e. dis-
utility) of travel time. While challenging to be captured and described, data on 
the subjective travel experience would allow better understanding to what ex-
tent people make worthwhile use of their time while travelling. Multiple chal-
lenges, not only technical ones, need to be addressed to collecting high-quality 
data on the subjective travel experience, which depends on the level of user en-
gagement with the app. The adoption of a Quantified Self (QS) approach to im-
plement a “smart mobility coach” is introduced as a promising mechanism for 
addressing these issues, based on the principle that the collected data should 
provide value to the user: specifically, the smart mobility coach should allow 
users discovering what value of travel time mean for them in relation to their 
expected quality and characteristics of travel experience. Apart from being use-
ful to end users, knowledge on the subjective value of the travel experience 
would also allow designing and implementing transport and mobility solutions 
from the travellers’ perspective.  

Keywords: Value of Travel Time ⸱ Travel Experience, Smartphone-based data 
collection, Quantified Self, Smart Mobility Coach.    

1 Introduction 

Smartphones are increasingly used for collecting data on travel behaviour [1]. In this 
paper, we illustrate that smartphones can provide a more detailed and empirical un-
derstanding of how travellers value travel time and to what extent they make any 
worthwhile use of their time while on the move.   

Before entering the specific aspects of smartphone-based data collection of subjec-
tive travel experience, it is useful to describe the general context of research on Value 
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of Travel Time (VTT). Time is an intangible, scarce and therefore precious resource 
that can be used more efficiently, or just experienced differently. Intuitively, at an 
individual level the perceived value of time is influenced both by the amount of activ-
ities carried out (quantitative dimension) as well as by the experience associated to 
them (e.g. qualitative dimension). Such experience may have positive or negative 
connotations. Although time value has been investigated since the Sixties in the 
transport context, it is only recently that the significance of the individual travel expe-
rience has been acknowledged in this domain. Its consideration is particularly relevant 
when exploring possibilities for a Positive Utility of Travel time (PUT) [2]. This con-
trasts with the established view that the value of travel time is negative, as we will 
illustrate shortly. Indeed, a classic definition of VTT is “cost of time spent on 
transport, including both waiting time and actual travel time” [3]. This definition is 
used in the transport context for economic evaluations (Table 1).  

Table 1. Example of monetary travel time values used by the Danish ministry of Transport 
(2018 values). 

EUR per person-hour Commuting/ 
Leisure/Other 

Work/ 
Business trip 

Travel time 12.14 € 51.64 € 
Delays (bicycle, car) 18.21 € 77.45 € 
Delays (public transport) 36.42 € 154.91 € 
Waiting Time 24.28 € 103.27 € 
Transfer time 18.21 € 77.45 € 
 
This definition of VTT is firmly grounded on two interconnected key variables, 

namely time and cost, and it generally assumes that a person aims at maximising utili-
ty by acting in a rational way. In this view transport is seen as a derived demand [4, 
5], the value of which depends on the willingness to pay for a faster trip to engage in 
different types of activities at destination. VTT includes costs to consumers of per-
sonal (unpaid) time spent on travel and costs to businesses of paid employee time 
spent in travel (see [6] for a European review). 

The association of value of time to cost is in line with consumer welfare maximisa-
tion theory, or the idea that “time is money” [7]. The Value of Travel Time Savings 
(VTTS) is normally associated to the benefits of faster travel that saves time [8]. Alt-
hough not always explicitly mentioned, whenever linked to VTTS, travel time has a 
negative value because it is associated to non-productive time, while productive activ-
ities are assumed to be carried out at origin or destination. The body of knowledge on 
VTT has been regarded as particularly valuable by decision-makers, transport plan-
ners, engineers, and economists in the context of projects aiming at enhancing 
transport infrastructure, for example, to reduce road congestion. In practice, it has 
been observed that such road projects do not reduce congestion in the long run, but 
rather increase the use of cars [9, 10]. In this respect, VTT is based on the idea that 
travel time has no utility and cannot be allocated to economically productive activi-
ties. As such, it represents a significant economic cost for society to be minimised. 
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This view is increasingly questioned, especially when the traveller’s perspective is 
considered. For instance, people can increasingly carry out a variety of productive 
tasks while on the move, particularly thanks to the increasing use of mobile devices 
connected to the internet [11]. As the case of high-speed trains shows, enhancing the 
perceived VTT from the traveller perspective may imply an effort in both shortening 
travel times and in addressing other relevant dimensions of the travel experience (e.g. 
comfort, safety) [12]. For this reason, to demonstrate that travel time is not necessari-
ly wasted time would represent a paradigm shift in the field. Collecting data on the 
subjective travel experience via smartphones fulfils this general objective, which 
would both support transport planning and policy-making, as well as the commercial 
development of user-centric mobility services and solutions. In a recent review of the 
field, Singleton [2] underlines the timely and challenging nature of this line of re-
search: “few studies investigate both major aspects of PUT – travel activities and 
travel experiences – simultaneously. […] Research is only beginning to examine em-
pirical associations between PUT measures and travel behaviours such as mode 
choice”.  

Although recent research suggests the need to explore broader meanings to the no-
tion of value of travel time, translating conceptual holistic VTT models and frame-
works into specific measures and metrics is challenging. From a viewpoint of data 
collection, it is not straightforward to define the variables and the methods that would 
allow an accurate representation and quantification of VTT at an individual level. 
Based on this recognised need, this paper provides a contribution by exploring how 
the quality of user-perceived travel experience can be captured thanks to the advanced 
smartphone capabilities. 

First, the basic notion of what represents value in mobility contexts should be de-
fined. Lyons and Urry [13] produced an illustrative figure of productivity by transport 
mode for the UK (Fig. 1). The study of Lyons and Urry [13] also suggests that levels 
of productivity are not necessarily limited to a travel leg, but they may have spill-over 
positive or negative effects outside travel, respectively termed as “ultra-productive” 
time and “counter-productive time”. In other words, a particularly “bad” travel expe-
rience may undermine productivity once at destination (e.g. from stress or tiredness), 
and vice-versa (e.g. a healthy bicycle ride may be energising). 
 

 
Fig. 1. Current values of worthwhileness of time, per mode [14]. 
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While measuring productivity is certainly important, it is not the only measure of 
value that can be obtained in relation to travelling. Singleton [2] provides a broad and 
generic definition of VTT regarded as “any benefit(s) accruing to a traveller through 
the act of traveling”. Singleton’s idea of looking at VTT from the viewpoint of indi-
vidual travel benefits is close to the concept of worthwhile travel time, which was 
originally introduced in the context of business travel and productivity [14]. It is 
worth noting that worthwhile travel time can be investigated from a broader perspec-
tive, as each trip may be considered worthwhile in various ways as contributing with 
multiple types of value or benefits: for instance, the time devoted to bicycle to work 
can be regarded as worthwhile for its benefits to personal health, travel costs reduc-
tion and contribution to environmental sustainability. In this respect, a holistic analy-
sis of what constitutes worthwhile travel time may be linked to the personal vision 
and expectations on quality of the experience and quality of life in general. 

The concept of worthwhileness of travel time has more recently been complement-
ed with the concept of satisfaction with travel, itself derived from subjective well-
being (SWB). In addition to the cognitive judgment on the experience of travel, satis-
faction is influenced also by the emotional state of the traveller. Theory suggests to 
capture the affective dimension of well-being by using scales with opposing adjec-
tives and discriminating between two main dimensions: activation (e.g. calm vs 
tense), and pleasantness (sad vs happy) [15, 16].  

In general terms, the combination of cognitive judgments and emotional state 
would represent a comprehensive measure of worthwhile travel time. This has been 
recently consolidated into a transport-specific Satisfaction with Travel Scale (STS) to 
measure individual satisfaction with travel [17].  

Having described the notion of user-perceived value in relation to travel, a second 
issue of interest concerns the role and potential of Information and Communication 
Technologies (ICT) in enriching travel time and shaping VTT. Ubiquitous and high-
speed connectivity to social networks and, more generally, to knowledge and services, 
can have an intrinsic positive effect on VTT (i.e. to increase the marginal utility of 
travel time) since it allows carrying out productive activities while on the move1.  

Through smartphone it is possible to collect mobility and activity data to measure 
the user-perceived experience and the related share of worthwhile travel time. The 
collection of such data, critical for the research needs, should also provide a direct 
value to the user: this can be achieved by processing the data on the device to support 
awareness, learning, discovery and decision-making. In line with this principle, some 
smartphone apps (e.g. for travel, health/fitness, personal development) feature person-
al trackers and diaries that continuously collect user data, typically with a mix of au-
tomatic data collection and self-reported data. These apps often include personalised 
statistics of even a coach function. This approach has been described as Quantified 

                                                           
1 These activities are not only supporting orientation, navigation and wayfinding thanks to 

location-based technologies (e.g. journey planner), but also a variety of work-related or lei-
sure activities during the travel time (e.g. reading a book or newspaper, chatting with family 
and friends, business emailing, media consumption). 
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Self (QS): the aim is to quantify one’s life by following, measuring and interpreting 
personal mobility and activity behaviours at an individual level and for a prolonged 
period of time [18–20]. These apps can detect mobility patterns and collect user input 
on activities and other relevant aspects of the context of everyday life. This data is 
processed to provide personalised feedback to the user such as visual representations 
of personal activities, including statistics, trends and comparisons to a specific popu-
lation or to personal goals2, thus increasing self-awareness, self-reflection and optimi-
sation of one’s own decisions. Applied to the transport planning domain, the “quanti-
fied traveller” allows reaching a higher level of detail and sophistication than travel 
surveys and travel diaries [21]. By presenting personalised feedback and statistics to 
the user, it also offers value back to the user in the form of personal insights in ex-
change for valuable data to planners and researchers [22]. 

How to combine the emerging views on VTT with the potential offered by QS ap-
proaches and smartphone-based data collection? The following section reviews ap-
proaches used in capturing the perceived travel experience via smartphones. Next, we 
address the challenges and possible solutions to key issues affecting the quality of 
collected data. Finally, we present the ongoing work carried out in the context of the 
H2020 project on “Mobility and Time Value” (MoTiV), in which the conceptual 
framework described in this paper is used for a European-wide smartphone-based data 
collection of travel experiences. 

2 Capturing Perceived Travel Experience  

The study of VTT from an individual and multi-faceted perspective is related to the 
broader research area of travel behaviour. In this context, travel surveys have been 
and continue to be a key instrument for describing attitudes, preferences, expectations 
and satisfaction with transport infrastructure and mobility services. Travel surveys 
evolved in parallel to technological advances [23] and in the last decade smartphone-
based travel surveys have become increasingly popular [24–27].  

One of the success factors of smartphone-based approaches is represented by the 
opportunity to passively collect mobility-related data (e.g. GPS position, routes, trip 
leg recognition and transport mode detection) thanks to the smartphone sensors. In 
this respect, the accuracy of the transport mode detection algorithm to determine e.g. 
modal split, has been subject of much research [28, 29]. Even when an algorithm is 
very accurate in detecting a transport mode, it is important that the user reviews the 
detected trips and modes to achieve the highest level of accuracy [30].  

The collection of mobility-related data on the background for a prolonged period of 
time can provide a rich insight on user habits, activities and preferences, especially 
when this can be complemented with other sources of information [31]. For this rea-
son, such data is regarded as personal sensitive data and privacy-by-design approach-
es shall be adopted [32]. The recent entry into force of the General Data Protection 
                                                           
2 For example, today you walked 8.500 steps, or this week you walked 1,7km less than the 

previous one, etc. 
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Regulation (GDPR) in Europe has further emphasised the importance of seriously 
addressing users’ data protection.  

To obtain a more complete and detailed understanding of the travel experience, it is 
also necessary to complement the quantitative and automatically collected infor-
mation with more qualitative user-provided feedback. Ideally, such feedback should 
be provided as close as possible to the actual experience to obtain a high level of ac-
curacy and details. In practice this is not always possible because the request for feed-
back may conflict with the activity performed in that moment by the traveller (e.g. 
changing transport mode, chatting with a person). Consequently, the design of the app 
should consider the option to provide feedback at a later stage, but not too late to 
maximise the quality of self-reported information.  

Paying closer attention to the actual nature of the data describing perceived travel 
experience and ways in which such data is collected, a 2017 review of the state-of-
the-art of smartphone apps for travel by Liao [33] considered nine popular 
smartphone applications, all of them except one developed for research purposes: 
MoALS, TRAC-IT, CycleTracks, Future Mobility Survey, Moves, ATLAS, 
CONNECT, Quantified Traveler, and SmarTrAC/Daynamica. The review presented 
two main categories of collected variables, namely time-stamped sensing data and 
self-reported trip attribute data. Typical variables collected within each category are 
summarised in the Table 2 below.  

 
Table 2. Typical variables collected with smartphone-based travel apps 

Time-stamped sensing data Self-reported trip attribute data 
Position data (location, speed) Socio-demographic information 

Motion data (acceleration) Travel purpose 
Travel mode Travel experience 

 
To minimise the burden on users, the amount of required self-reported data is min-

imised. In this respect, there are also attempts in automatically inferring trip purpose 
[34]. Although focused on energy efficiency, Liao’s analysis [33] highlighted two 
notable elements: first, the majority of apps process collected data locally, in particu-
lar for trip detection and in some cases for producing summary reports of user mobili-
ty and activity. This is needed since users are typically required to review and correct, 
if needed, their mobility timeline (i.e. transport modes and trips of the day). Second, 
only in a few cases the apps derive trip attributes (e.g. travel mode, calories burnt) 
from sensing data. Only some of the derived trip attributes are used for the trip review 
(e.g. detected travel mode), while others (e.g. calories burnt) aim at supporting the 
personalised statistics and the coach function of the app.  

When considering the types of variables described in Table 2, the ones describing 
the Trip Experience are not systematically collected with smartphone apps, at least to 
a very broad extent and across all transport modes. Unlike the other variables, these 
ones cannot be easily automatically inferred and therefore strongly rely on user input. 
Because of these and other aspects, elements of the Trip Experience are probably the 
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ones on which we know less, and for which there is more potential for research and 
applications.  

A recent project exploring the Positive Utility of Travel time (PUT) [2] provides 
good indications on relevant variables to be collected for measuring VTT from a ho-
listic perspective (e.g. suitable to estimate worthwhile travel time). Although this 
project collected data through a standard survey and not through a smartphone app, it 
is based on a framework that can be followed for a smartphone-based approach as 
well. The PUT framework is presented in Fig. 2 and it includes three main compo-
nents from which data should be collected, namely the traveller, the trip attributes and 
the travel experience (including also the activities).  

 

 
Fig. 2. Framework for collecting data on the positive utility of travel [2]. 

Concerning the traveller, it is relevant to collect socio-demographic information as 
well as attitudes and perceptions towards mobility and time value. Even when imple-
mented on a smartphone, these data are collected via survey questions (e.g. once 
compiled, they may be part of the user profile of the traveller). Trip attributes are 
about the characteristics of the trip and the transport mode, including start/end time, 
cost, companionship during travel and external factors that may influence the trip 
such as weather. When compiled in traditional surveys, the compilation of trip attrib-
utes is quite time-consuming and therefore these investigations do not cover a long 
period of time (often, just a single day of travelling). Instead, when collected via a 
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smartphone application, most of the trip attribute data can be automatically collected 
by the app on the background. Hence, it is possible to collect such data for a much 
longer period of time (weeks or even months). Finally, data on travel activities and 
travel experience cover several sub-elements, including cognitive and emotional as-
pects, satisfaction with travel and description of factors contributing to a positive or 
negative experience of travel and activity execution. Collecting data on all these ele-
ments in traditional surveys is as time-consuming as for compiling a travel diary with 
trip attributes. In the smartphone context, much of the information may be provided in 
a much simpler and effective way thanks to a well-thought user interface and design 
of the interaction flow. The challenge, in this context, is more on establishing the 
minimum set of quantity of questions that are acceptable to answer on the smartphone 
screen and while on the move.  

Fan et al. [26] describe a research project investigating the connections between 
transport and health in the US. With the aim of understanding and influencing healthy 
and sustainable mobility behaviours, a smartphone app (i.e. UbiActive) collecting 
data on important aspects of the travel experience was developed. The Experience 
Sampling Method (ESM) [35], a data collection technique from social psychology 
particularly suitable to contextual data collection, was applied to ask users to report 
on the travel experience. During the research period, users were prompted short sur-
veys on their smartphones upon the completion of every trip. Only trips longer than 
10 minutes were recognised as trips since the shorter ones were assumed of less im-
portance for daily travel routines. Surveys included a total of 8 questions and request-
ed users to report on the following aspects: trip purpose, companionship, travel mode, 
secondary activities, and psychological experience/wellbeing during the trip. This 
latter group of questions (Table 3), covering the perceived travel experience, included 
a set of four questions: three of them were developed based on the Satisfaction with 
Travel Scale (STS) [36], and one was derived from the World Values Survey used to 
measure people’s overall happiness [37].  

 
Table 3. Questions used for assessing trip experience in Fan et al. [26] 

Question Source 
Q4. Do you agree with the statement  
“I was satisfied with this trip”? 

    STS 

Q5. Do you agree with the statement 
“This trip made me feel good”? 

STS 

Q6. Do you agree with the statement 
“When I think of this trip the positive 
aspects outweigh the negative”? 

STS 

Q7. In general, how happy were you 
during this trip? 

World Values Survey 

   
The review made in this section makes clear that the collection of mobility data, 

including detection of transport modes, is a pre-requisite but alone it would not be 
sufficient for an accurate analysis on the subjective valuation of travel time. Accord-
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ing to Wardman & Lyons [14], “The value of time savings may be influenced by the 
scope for activities which can be undertaken during the journey”. Therefore, collect-
ing all possible activities one can engage with while travelling is relevant, either as a 
proxy for worthwhile time, or to support the hypothesis that the more activities can be 
conducted, the more worthwhile the time. Therefore, being comprehensive would 
require collecting data on any type of activity undertaken while travelling (see exam-
ple in Fig. 3). 

 

 
Fig. 3. Types of activities and activity multi-tasking while travelling [12]. 

    
However structured observations of passenger activities onboard public transport 

shows how difficult collecting data on activities actually is, for the simple reason that 
people multitask, change task and their attention level all the time [38, 39]. This raises 
challenges for the quality of self-reported activities while travelling. For example, 
post-trip questionnaires (researchers “catching” passengers just as they descend from 
a train for example) have showed that businessmen overstate the amount of time they 
work in order not to appear lazy [14]. Yet recent studies also show that smart device 
usage may have a mitigating effect in uncomfortable environments: “passengers may 
use smart devices to reduce perceived discomfort (e.g. jerkiness) or to further isolate 
themselves from that environment” [40, 41]. This means there is a need to discrimi-
nate between active time and worthwhile time, and between which activities are more 
worthwhile. Feeling engaged with some type of activity has become easier with ICT 
and digital connectivity. However, these activities may not necessarily be useful (or 
productive) [14].  
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3 Addressing the Quality of Mobility and Activity Data 

Smartphone-based approaches have facilitated the collection of large datasets of mo-
bility and activity behaviour. On the other hand, to ensure the high-quality of a da-
taset, in particular concerning self-reported data, several challenges – not only of 
technical nature – need to be addressed.  

As far as time-stamped sensed data is concerned, current techniques allow reaching 
a rather high level of accuracy. In the case of detected trips and transport modes, it is 
still necessary that these are reviewed by the user and corrected whenever needed. In 
case trip purpose is automatically detected by the app, this is also reviewed by the 
user. Standard operations involved in the review of the trips are the following: modi-
fication of the detected transport mode and/or travel purpose (typically to be chosen 
from a pre-defined list), splitting and joining of trip legs. These tasks may be per-
ceived by the user as an excessive burden or just not necessary. As a result, users may 
perform rapid and superficial reviews, or skip this task entirely – lowering the quality 
of the resulting dataset and biasing any subsequent result. The review of trip valida-
tion interfaces by Ferreira et al. [30] indicates that in another relevant study “38% of 
active participants validated their data during at least two weeks and 28% provided a 
partial response”. Efforts to facilitate the travel mode review and trip correction oper-
ations are necessary, and the most effective solution to more accurate, faster, simpler 
and even playful experience of trip review lies in combining the app User Inter-
face/User Experience (UI/UX) design with gamification elements. This allows not 
only increasing the accuracy of the data but also the overall user acceptance of the 
app. The suitability of the interface shall be evaluated across a set of performance 
measures: Ferreira et al. [30] suggest assessing three key measures, namely Task 
completion time, Errors, and Success Rate. These measures should be also comple-
mented by an evaluation of the subjective perception of usability by adopting ap-
proaches such as the System Usability Scale (SUS) [42].  

Transport mode correction and trip review rely on automatically collected data, 
typically pre-processed by the app before being presented to the user. Instead, self-
reported data on travel activities and experience, including satisfaction/dissatisfaction 
factors, require more complex and structured input – typically in the form of answers 
to contextual surveys. By contextual surveys we mean standard questions or attributes 
associated to a specific trip or single trip leg. As a general principle, the objective of 
the app design is to minimise user burden in providing self-reported data on travel 
activities and experience, while maximising the quality of provided data. In this case, 
in addition to an optimal UI/UX, it may be useful to consider further elements sup-
porting user engagement namely incentives and an app functionality stimulating 
learning, discovery and self-awareness about mobility habits and choices.  

Incentives are a common instrument used to compensate to achieve greater partici-
pation in a study. Traditionally, incentives involve an economic compensation either 
to each participant of the study (e.g. 20 EUR or gift card/voucher) or to some partici-
pants only, based on a pre-defined awarding scheme (e.g. a random assignment by a 
lottery system, assignment to participants with highest performance or having reached 
an established activity threshold).  
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More recent forms of incentives, which are increasingly used in smartphone-based 
data collections, start from the assumption that the collection of personal data to pro-
vide actionable insights back to the user is valuable, and therefore already represents a 
form of incentive promoting active use of the app. This approach is typically associat-
ed to the notion of Quantified Self (QS). In introducing the notion of Quantified Trav-
eler, Jariyasunant et al. [21] highlight how suitable the QS approach is for the 
transport context: “mode choice, route choice and destination choice decisions are 
made on a very frequent basis, and every one of these decisions has an impact in 
terms of time and money consumption, calories burned when traveling there and the 
environmental impact. By taking a decision-centric perspective and by showing the 
effect of transportation decisions on all the areas mentioned above, it is possible for 
the user to see the tradeoffs and correlations between positive or negative effects of 
their travel behaviour”. The smart presentation of actionable insights, trends, statistics 
on our mobility behaviour, combined with motivational quotes and/or the setting of 
personal targets, may be described as a smart mobility coach, an important functional-
ity of apps aiming at collecting detailed and accurate mobility and activity data, while 
engaging the user.  

Even when carefully planned at an individual level, the issue of data quality re-
quires also to consider the organisational requirements of a data collection campaign. 
This is particularly challenging when such campaign is planned for a large-scale data 
collection (e.g. at the level of multiple cities, regions or countries) and when the char-
acteristics of the target sample are very broad (e.g. analysis across gender, genera-
tions, cultures). In this case, a complex coordination of all the stakeholders involved 
in the data collection is required – especially when the resulting dataset needs to be 
comparable across contexts. Among others, this coordination may require translation 
of the app interface and surveys in multiple languages, possibility of app customisa-
tion based on user characteristics (e.g. larger fonts to facilitate input from participants 
in old age groups) and preparation of promotion materials and incentive strategies 
tailored to the various target groups.  

Finally, another important requirement to be met by the app concerns the address-
ing of ethics and data protection requirements. Apps continuously collecting mobility 
behaviours are by nature tracking the user and profiling his/her behaviour (e.g. in 
respect of transport choice, or activity preference). Apart from fulfilling legal re-
quirements (e.g. GDPR in Europe), the employment of a privacy-by-design approach 
has also a direct effect on user trust towards the app, and consequently on the quality 
of collected data. If not fully reassured on the purpose of the study, the nature and 
ways the collected data will be used, and that the collected data will be kept in secure 
servers, the user will either not participate in the study (i.e. provide no data) or partic-
ipate without providing complete or accurate data. In addition to adopt anonymisation 
techniques, to gain users’ trust the collected data should be deleted at the end of study.  
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4 Collecting travel experience data at a European-wide scale: 
the MoTiV project 

To our knowledge, there is currently no holistic approach to VTT that aims at explor-
ing the multiple facets of subjective and contextual factors influencing perception of 
worthwhile travel time through a smartphone-based data collection on a large scale. 
This is precisely the purpose of the “Mobility and Time Value” (MoTiV) project3, a 
Horizon 2020 Research and Innovation Action started in November 2017 and ending 
in April 2020. The aim of this project is to introduce and validate a holistic conceptual 
framework for VTT at a European scale based on a smartphone-based data collection. 
At the end of the project an open dataset with mobility and behavioural variables will 
be made available to stimulate further research and applications on VTT. Although 
the project is still in its initial stage, its conceptual framework has been defined and 
elaborated in a project deliverable [43] and in publications [44, 45].The requirements 
of the MoTiV data collection are in line with the considerations made in the previous 
sections of this paper and translate into the conceptual model for the MoTiV app pre-
sented in Fig. 4.  
 

Fig. 4. Conceptual Model of the MoTiV App. 
 
The building blocks of the MoTiV app are represented by the user profile, a mobil-

ity/activity diary and a smart mobility coach. Additional applications such as a multi-
modal journey planner are integrated to the app to provide further functionalities sup-
porting everyday mobility needs.    

The user profile includes socio-geodemographic variables, which describe the 
basic characteristics of the traveller such as age, gender, education level, access to a 
car or to other transport modes. The user profile also features attitudinal variables 
giving a further insight into expectations and preferences related to mobility and to 
life in general. Together, the attitudinal variables describe the individual value propo-
sition of mobility, which calibrates the user-perceived importance of relevant mobility 
dimensions such as time, cost or comfort [45]. Socio-demographic characteristics and 
                                                           
3 http://www.motivproject.eu   
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information on the perceived value proposition of mobility are filled in through sur-
veys, which are compiled at different stages of the data collection process. The user 
profile also includes the opportunity to personalise the app interface and behaviour 
(e.g. including language and privacy settings) through a set of preferences.    

While user profile information is context-independent, the core of the self-
perceived data on the travel experience is collected through the mobility/activity dia-
ry. This combines automatically collected information on trips and transport modes, 
to be reviewed and corrected by the user, as well as rich details on trips and specific 
trip legs. Trip-related variables refer to specific characteristics of the trips such as 
duration of travel, travel distance and travel mode. Travel purposes are connected to 
the main activity at destination, while secondary activities carried out while on the 
move can be specified by the user. Activities can be entered not only for trip legs, but 
also at transfer locations. Worthwhile activities a traveller was able to engage with act 
as a proxy for assessing the overall experience of travel. For each trip, the user can 
express an overall rating describing the general concept of worthwhileness. Addition-
al details on factors having influenced, positively or negatively, the travel experience 
can be also provided by the user in relation to each trip leg. Comfort-related variables 
represent an important factor explored in the study. These may refer to characteristics 
of the transport infrastructure, transfer and waiting locations or services experienced 
during the trip (e.g. presence of cycle tracks, transport schedules, availability of seat-
ing or Wi-fi, crowdedness). These factors are to be analysed in terms of satisfiers and 
dissatisfiers, to allow describing the positive or negative connotation of the travel 
experience. Of particular interest for assessing travel activities and experience is the 
collected data on personal equipment travellers carry with them during the journey 
(e.g. smartphone or books). The role and potential of digital devices, as well as the 
frequency and nature of activity multi-tasking, will be assessed based on data collect-
ed in this context. External factors such as weather also influence the quality of travel, 
and therefore these variables are also collected as part of the travel experience.  

To address the issue of data quality and user engagement, one of the core features 
of the MoTiV app is represented by the smart mobility coach, which combines per-
sonal data analytics and a gamified user interface displaying actionable insights and 
statistics. The smart mobility coach takes into account the characteristics of the travel-
ler defined in the user profile, such as activity goals related to the worthwhile time 
dimensions (e.g. I aim at increasing my productivity while travelling), and provides 
the user tips and statistics to stimulate self-reflection and assessment of the user about 
his/her mobility choices and behaviours.  

Finally, specific mobility solutions and additional functionalities may be integrated 
in the app to extend the opportunities for personalised smart mobility. Although the 
amount of these applications is practically endless, the MoTiV project integrates a 
multi-modal journey planner. Another common extension is the integration with so-
cial media, which is however not implemented within the MoTiV project because not 
strictly required to fulfil its research objectives.  

The MoTiV app is planned to be available towards the end of 2018. Shortly after, 
the European-wide data collection will be launched and run for several months. The 
campaign has the target of active participation of at least 5,000 users from minimum 
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10 European countries. Users are expected to be engaged with the app use for a period 
of at least two weeks. An open dataset will be made available towards the end of the 
MoTiV project in April 2020.  

5 Conclusion 

Since the Sixties, research on value of travel time is exploring new paths that may 
allow overcoming the idea that travelling is wasted time. Holistic approaches to the 
study of VTT that incorporate the subjective value of the travel experience may soon 
reveal what worthwhile use of travel time means. This definition is inherently subjec-
tive, contextual and dynamic. Therefore, a smartphone-based data collection seems 
ideal to uncover the complex nature of travellers’ appreciation and use of time while 
on the move. Such knowledge is not only useful for academic purposes: transport 
service providers and mobility solution developers are in constant search for appro-
priate tools that will support them in determining and measuring travellers’ satisfac-
tion to plan for better allocation of transport investments.  

Although smartphones are suitable tools for this type of data collection, several 
challenges need to be addressed when planning a data collection campaign. Among 
others, the issue of quality of collected data is central. Although there is no socio-
technical solution that will ensure a 100% success rate, the adoption of a QS approach 
integrated in the design of the app as a smart mobility coach seems suitable to pro-
mote user engagement. The higher the relevance of the actionable insights and statis-
tics provided by the smart mobility coach, the more the chances to collect accurate 
and reliable data for prolonged periods of time.  

The impacts of projects exploring travellers’ perception of VTT at a large scale and 
on a continuous basis are potentially very significant. For instance, for urban areas 
travellers’ feedbacks through the smartphone app may assist in assessing the quality 
of the transport infrastructure, including terminals, waiting stations and accessibility 
to destinations. This could be a way to implement smart cities by engaging citizens in 
participatory processes of digital governance. It is not only about exploring worth-
while travel time: at a collective level, citizens could assess, benchmark and provide 
recommendations for enhancing the quality of life of the place in which they live. In 
short, participatory citizen science approaches to smart city design and development 
should be encouraged. And the exploration of worthwhile travel time may represent 
just a first step of this process.  
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Abstract. Maturity onset diabetes of the young (MODY) is one of the most well-
known forms of monogenic diabetes. The three most common forms of MODY 
are caused by mutations in HNF4A, GCK, and HNF1A. The final diagnosis is 
made by genetic testing. This is a case presentation that will undoubtedly prove 
the importance of genetic testing, as an integral part of the everyday clinical med-
icine. Young male patient, initially diagnosed as type 1 diabetes, went through 
the public health system for almost a year as a diabetes type 2 patient. He reacted 
poorly to the prescribed therapy, and a genetic screening for MODY was done, 
after which he was finally diagnosed as MODY 2. After the diagnosis of MODY 
his personal life and psychological health improved immeasurably. Even though 
MODY is well established among physicians, very often the diagnosis is omitted. 
If genetic testing is not covered by the medical insurance it might be very expen-
sive. This means that MODY patients will not get the proper diagnosis and treat-
ment, which may result in severe psychological and physiological consequences. 
Our patient’s quality of life, as well as health improved significantly after we 
established the MODY diagnosis. The importance of the right diagnose in the 
cases of MODY is not emphasized enough among physicians. Doctor’s should 
embrace the advantages of modern technology, and make it a part of their every-
day clinical practice. 

Keywords: MODY 2 ⸱ Glucokinase ⸱ Monogenetic diabetes. 

1 Introduction 

Nowadays, Diabetes mellitus is commonly known to be divided into type 1 (usually 
autoimmune-mediated absolute insulin deficiency tending toward early onset) and type 
2 (progressive, relative insulin deficiency in the setting of insulin resistance tending 
toward later onset) [1]. Both have complex etiology and are considered to be an intricate 
interchange between genetic predisposition (involving multiple genes) and environ-
mental factors. The third widely recognized type of diabetes is gestational diabetes or 
GDM.  
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In addition and less well-known, there is another category of diabetes with specific 
etiologies. Maturity onset diabetes of the young (MODY) is one of the most well-
known forms of monogenic diabetes [2]. MODY was a term first used in the 1970s [3, 
4] to describe inheritable diabetes distinct from type 1 (insulin-dependent) and type 2 
(noninsulin-dependent) diabetes. In these initial reports, MODY patients displayed a 
familial form of noninsulin-dependent diabetes, which showed autosomal dominant in-
heritance and which typically presented before the age of 25 years [5]. MODY is esti-
mated to make up at least 1% of all cases of diabetes.  

The molecular genetic basis of MODY was subsequently recognized in the 1990s, 
[6-9] indicating that genetic mutations result in diabetes primarily through their effects 
on β-cell dysfunction. The clinical features of patients with MODY are now known to 
be heterogeneous, depending on the genetic etiology. [2]. Genetic variants of 13 known 
genes cause MODY through pancreatic beta cell dysfunction that leads to elevated 
blood glucose [2].  

The three most common forms of MODY are caused by mutations in HNF4A, GCK 
(enzyme glycokinase), and HNF1A, and they make up the majority of all MODY cases 
[5-6]. HNF4A and HNF1A both encode transcription factors that promote transcription 
of genes involved in pancreatic beta cell development and insulin production [2].  

Glucokinase (GCK) is the enzyme which catalyzes the first step of glycolysis and 
regulates insulin secretion as a glucose sensor [10-11]. Fig. 1 shows the place of activity 
of the glucokinase.  

 
Fig. 1. Glucokinase (GCK) enzyme in a pancreas cell. 

The function of glucokinase is shown in Fig. 2. 
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Fig. 2. Function of glucokinase (GCK) enzyme. 

As Fig.2. shows, using terminology of the biochemistry metaphor it is a classical en-
zyme engaging in a chemical reaction  

  glucose + ATP          glucose 6-phosphate + ADP 
 

Using terminology of robotics metaphor of bioinformatics [12] it is a bionanorobot 
which builds glucose 6-phosphate using ATP and energy from ATP.  

This enzyme is encoded by the GCK gene on chromosome 7 (p15·3-p15·1) compris-
ing 12 exons and has three tissue-specific isoforms due to three different-sized exon 1. 
[13]. 

Inactivating heterozygous mutations in the GCK gene cause GCK-MODY (maturity-
onset diabetes of the young) that is characterized by asymptomatic, non-progressive 
and mild fasting hyperglycemia from birth [11,14]. Glucose increment in oral glucose 
tolerance test (OGTT) (0–120 min) is less than 54 mg/dl (3 mmol/l) in most cases. [15] 
HbA1c levels are just above the normal range and usually between 5·6 and 7·3% (37·7–
56·3 mmol/mol) in these patients. [16] Microvascular and macrovascular complications 
are rare in patients with GCK mutations, and pharmacological treatment is rarely re-
quired [15, 17]. A correct diagnostic approach and early diagnosis of GCK-MODY is 
important to avoid unnecessary investigations and pharmacological treatment. [18].  

2 A case of series of incorrect diagnoses  

Here we present a case of a patent being exposed to incorrect diagnosis and conse-
quently receiving incorrect therapy.  

2.1 The type 1 diabetes mellitus diagnosis 

A young male patient, aged 15, gained 7 kilos within a period of 5 months. While he 
was on a spring vacation in a foreign country with his parents, he started feeling dizzy 
and collapsed. He regained conciseness immediately. Soon after, he was transported to 
a local medical center. His physical examination was unremarkable, with the exclusion 
of higher body mass index (BMI) than recommended for his age. His BMI was 
28kg/m2. Basic laboratory investigations were made and hyperglycemia (high blood 
sugar) was presented. His initial fasting plasma glucose (FPG) was 8mmol/L 
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(144mg/dL), the test was performed again and the FPG was 7.8mmol/L (140.4mg/dL). 
Because of the patient’s age the doctors initially considered the possibility for type 1 
diabetes mellitus, and performed an additional testing of glycosylated hemoglobin 
(hbA1c). The result was an elevated HbA1c of 7% (53mmol/mol). Hastily and mainly 
because of his age, the doctors diagnosed the patient with type 1 diabetes mellitus and 
recommended intensive insulin therapy with multiple daily insulin injections.  

2.2 The type 2 diabetes mellitus diagnosis 

The patient along with his parents did not want to accept the said diagnose and decided 
do go back and consult doctors in his own country. Only 4 days after the initial diagno-
sis of type 1 diabetes mellitus, the patient accompanied by his parents, consulted a doc-
tor at the City Hospital in Skopje, Macedonia. Doubting the diagnose the previous doc-
tor made, further investigations were appointed, predominantly C-peptide testing, along 
with antibodies tests specific for type 1 diabetes were assigned. More precisely, the 
doctor appointed testing for Glutamic Acid Decarboxylase Autoantibodies (Anti-
GAD), Insulin Autoantibodies (IAA), Insulinoma-Assotiated Autoantibodies (IA-2A), 
Islet Cell Cytoplasmic Autoantibodies (ICA) and Zinc Transporter 8 (ZnT8Ab). These 
are the antibodies that are specific for type 1 diabetes mellitus and are widely used for 
an evidence based medical diagnosing of type 1 diabetes, in addition to a very specific 
clinical presentation. Results for the C-peptide came in first and were inconclusive. 
However, a week later all the antibodies tests came in, and they were all negative. Alt-
hough these antibodies can never be positive in a patient that does not have type 1 
diabetes, (meaning if they are positive the patient definitely has genetic predisposition 
for type 1 diabetes and is only a matter of time when these mutations will express them-
selves), a negative result for the antibodies does not definitely exclude the diagnosis for 
type 1 diabetes.  

This is where the clinical experience and expertise of the doctor plays an important 
role. Knowing the mentioned tests and results, as well as the clinical presentation of the 
patient, the doctor concluded that the patient does not have type 1 diabetes, he diag-
nosed the patient with type 2 diabetes.  

Because of the patient’s age, and his elevated weight, the doctor prescribed metfor-
min (1000mg two times per day, after the two biggest meals), and advised the patient 
to be physically active. In the first three months the patient had trouble adjusting to the 
metformin, he had frequent diarrheas and started to avoid taking the pills. He came in 
for a checkup 3.5 months after the metformin was prescribed, around four weeks after 
he definitely stopped taking the pills.  

Routine blood tests were made, and they were all without alteration, with the ex-
ception of the FPG, and the HbA1c tests. The FPG value was 6.4mmol/L (115.2mg/dL), 
and the HbA1c was 6.5% (47.5mmol/mol). The patient complained about his gastroin-
testinal difficulties, and added that he gained 3 kilos since his last visit, despite the fact 
that he started doing sports on a regular basis. He also informed the doctor that he was 
feeling constantly tired. 

2.3 Making a false psychiatric case  

The doctor prescribed a very low dose of sulfonylurea (glimepiride 0.5mg) once a day. 
In the next two months, the patient’s mental health rapidly worsened, he started to miss 

226

S. Kaljdziski, N. Ackovska (Editors): ICT Innovations 2018, Web Proceedings, ISSN 1857-7288



out on school and isolated himself. He refused to talk to his parents, was always in a 
bad mood, and started sleeping a lot more than usual.  

Not knowing what to do, his parents took him to a psychiatrist. During one of his 
counseling sessions the psychiatrist reported that the patient has not been taking the 
prescribed sulfonylurea. Furthermore, he noted that the medication has made the patient 
feel dizzy, he was also sweating and shaking most of the days when he took the sul-
fonylurea. With this information uncovered, his parents decided to go and visit an en-
docrinologist once more, but at a different clinic.  

3 Our approach to the patient  

When the patient came in our outpatient clinic at the University Clinic of Endocrinol-
ogy, Diabetes and Metabolic Diseases in Skopje, he was aged 16. We carefully listened 
to the history of the present illness, and asked him detailed questions about his family 
medical history and his past medical history. We also did a full physical examination 
of the patient. Regarding the review of systems (ROS) there were no deviations, except 
for the elevated weight and enlarged thyroid gland on palpation. The patient’s height 
was 175cm, his weight was 85 kilos, which made his BMI - 27.7kg/m2. Concerning his 
past medical history, there were no reported illness or surgical procedures. He is an only 
child.  

On the subject of his family medical history (Fig. 3) we received information that 
his father has prediabetes, while his aunt and his grandfather (both on his father’s side) 
have type 2 diabetes.  

 

 
Fig. 3. Patient’s family tree 
 

His grandfather has known that he has diabetes for more than 30 years, but he takes 
no medications, and his HbA1c is never higher than 7%. (53.0mmol/mol). His aunt, 
who is obese, has been diagnosed with type 2 diabetes when she was 40 years old, and 
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is currently on a two daily insulin doses with pre-mixed insulin. His father however, is 
very lean and has been diagnosed with prediabetes 5 years ago (age 43). His father does 
not take any medications, and his HbA1c was never higher than 6.4% (46.4mmol/mol). 
The patient’s father and grandfather have no micro or macrovascular complications. 
His aunt has non-proliferative retinopathy, and incipient diabetic nephropathy.  

3.1 Observing and dealing with hypothyroidism   

We decided to start continuous glucose monitoring (CGM) in the patient, thus a CGM 
sensor was placed.  We also tested his thyroid status. The thyroid hormones showed 
that the patient has hypothyroidism. His thyroid-stimulating hormone (TSH) was sig-
nificantly elevated (11mU/L), and his free thyroxine (fT4) levels were below the normal 
ranges (7Pmol/L). His anti-thyroid peroxidase (anti-TPO) antibodies were negative 
(which excludes autoimmune cause for the hypothyroidism). This was consistent with 
his clinical presentation of gaining weight, constant tiredness and psychological 
changes. The thyroid ultrasound showed a diffuse enlargement of the thyroid gland 
(volume 16cc), with no nodules, and normal perfusion, which is consistent in iodine 
deficient patients (very common in Macedonia).  

Substitution treatment with levothyroxine was immediately started, and the clinical 
presentation of the patient improved within the first three weeks. The CGM results 
showed that his postprandial glucose (PPG) levels were occasionally elevated, but 
never for more than 1.5mmol/L (27mg/dL), while his FPG was never higher than 
6.9mmol/L (124.2mg/dL).  

3.2 Revealing Maturity Onset Diabetes of the Young (MODY) 2 

With this detailed family medical history, as well as the patient’s history of the illness, 
immediately after the patient was admitted in the clinic, we started considering other 
forms of diabetes. After getting permission from the parents we tested the patient for 
MODY. About 5 weeks later, the results from the genetic testing came in and they were 
positive. The patient has MODY 2, caused by mutation in the glucokinase (GCK) gene. 
This mutation is characterized by mild to moderate and stable hyperglycemia, the glu-
cose regulation exists but at a higher level. [19]  

The general consensus for patients with MODY 2 (GCK gene mutation) is that the 
majority of them do not require treatment. [20]. Based on the available literature we 
decided not to give any medications. We tested his father and his aunt, his grandfather 
refused to take the test. His father tested positive for the same mutation in the GCK 
gene, but his aunt did not have any gene mutation of the ones tested for MODY.  

4 Result of our approach  

It has been two years since we diagnosed our patient with MODY 2, and hypothyroid-
ism. He is now 18 years old, his blood sugar levels are stable, and his Hb1Ac has never 
been higher than 6.2% (44.3mmol/mol). He takes the replacement therapy with levo-
thyroxine on a regular basis, and has started doing sports again which resulted in him 
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losing weight, his BMI is 24kg/m2. His psychological health has significantly im-
proved, he is very active socially and has no trouble communicating with us, as his 
doctors. 

5 Discussion 

 MODY is a highly penetrant genetic form of diabetes that represents an under-utilized 
opportunity for immediate clinical implementation of genetic testing. [2] Even though 
MODY is well established among physicians and especially diabetologists, very often 
patients get misdiagnosed. Sometimes it is because of the lack of genetic testing, some-
times because of the high price of the said genetic testing, and sometimes it is simply 
omitted. In some countries the genetic testing is not covered by the medical insurance 
and therefore is very expensive.  

Without the precision that the genetic testing offers, we can easily make a conclu-
sion that a large number of the MODY patients will probably get lost in the public 
health system, diagnosed as type 2 diabetes mellitus, and in certain rare cases as type 1 
diabetes. This means that MODY patients will not get the proper treatment, which may 
result in severe psychological and physiological consequences. Distinguishing MODY 
from other forms of diabetes represents an already available opportunity for so-called 
personalized or precision medicine as it creates an opportunity to select the treatment 
based on etiology. Since etiology-specific treatment of MODY can have such a drastic 
improvement in patient care, implementation of genetic testing needs to be more wide-
spread. [2] Insulin injections are the first line of type 1 diabetes treatment, while met-
formin is the first line of treatment for type 2 diabetes. On the other hand, HNF1A-
MODY and sometimes HNF4A-MODY and are effectively treated with low-dose sul-
fonylureas, which are inexpensive oral diabetes medications. [22, 23] GCK-MODY has 
been shown to cause a mildly elevated baseline blood glucose that usually does not 
require pharmacologic management. Personalized management of the three most com-
mon forms of MODY therefore results in improved patient care, through avoiding in-
vasive insulin injections in favor of less expensive and more effective treatment meth-
ods. Multiple studies have demonstrated the improved patient experience resulting from 
a genetic diagnosis of MODY. [22, 24-25] While improving MODY diagnosis will cer-
tainly improve the clinical care for patients, it will also have broader implications. 
Screening and genetic testing for MODY among patients with diabetes will provide a 
model for identifying and diagnosing highly penetrant forms of other otherwise com-
mon complex diseases to the power of genetics and genomics for improving patient 
care and public health. [2] The field of genetics is rapidly advancing due to decreasing 
costs and increasing capabilities of next-generation sequencing (NGS). Currently, mon-
ogenic diabetes is often genetically diagnosed with Sanger sequencing of one to a few 
genes of interest. However, increased capacity of NGS allows sequencing to be per-
formed on collections of genes, exomes, or even whole genomes. Several studies have 
purported the usefulness of gene panels for diagnosis of monogenic diabetes. [26-28]. 
Rapid advances in HTS (High-throughput sequencing), pathway analysis [29] and pre-
dictive models applying systems computational biology and mathematical network 
models [30] shape the epoch of genome architecture and biology-based genomic net-
work medicine. [31] With the cost of sequencing decreasing constantly, and the effi-
ciency increasing, the whole genome will probably dominate the process of making the 
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right diagnosis in the near future. Medical engineering and genetic screening will soon 
have to take the rightful place in the clinical practice. Endocrinologists and diabetolo-
gists depend on technology in a very large portion. Hormone tests are all dependent on 
technology, as well the imaging methods and continuous glucose monitoring sensors, 
all presented in this case presentation. Without a single doubt, the rapid growth of en-
docrinology and diabetology is owed to the improvement of technology and medical 
engineering. While autoimmune diseases and genetic screening are leading the pace 
when it comes to new modalities and findings in medicine, endocrinology is very close, 
reinventing itself because of the newly and enhanced technology. If not for the available 
technology and genetic screening, our patient would’ve probably been lost in the public 
health system, which may have resulted in severe mental and psychical consequences. 

6 Conclusion  

The importance of the right diagnose in the cases of MODY, using genetic testing, is 
not highlighted enough. It is clear that the correct diagnosis significantly improved our 
patient’s quality of life, as well as his health. In this particular case we can assume that 
the patient’s diabetes would probably not have been diagnosed so early on, if not for 
the missed diagnosis of hypothyroidism. Furthermore, we now know that his father has 
the same mutation, and it can be assumed that his grandfather also has MODY 2, be-
cause of the development of his disease during the years since he has been diagnosed. 
This confirms the autosomal dominant inheritance of the mutation of the gene. His aunt 
however, has type 2 diabetes accompanied with microvascular complications.  

This case shows importance of investing knowledge in genetic testing, genetic en-
gineering, bioinformatics, and other modern technologies dealing with the human ge-
nome.  
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Abstract. Most applications with graphs use adjacency lists to repre-
sent them in memory. The purpose of this work is to put edge lists as
a viable alternative. In order to achieve that, the algorithm of inter-
polation search is used. Assuming that the values in the array are uni-
formly distributed (i.e. there is no prior knowledge about the array), it is
proven that the number of iterations has a mean and variance bounded
to log

2
log

2
E (where E is number of directed edges). Its performance

is measured and compared for edge lists of graphs with different prop-
erties. Generally, higher average degree gives better results and Erdos-
Renyi graphs outperform power law graphs. Additionally, the algorithm
is evaluated with timing random walks on real and generated graphs.

Keywords: Interpolation search · Graph · High performance computing
· Big data · Edge list.

1 Introduction

Graphs in memory can be represented in several ways: Adjacency list, Edge list,
Adjacency matrix and Incidence matrix. When working with large, sparse graphs
the adjacency and incidence matrix are not very practical as they occupy a lot
of memory. For those types of graphs adjacency or edge lists have to be used.

While working with graphs queries like “Is a node A connected to a node B?”,
“How many neighbors does a node A have?”, “Who are the neighbors of A?”
are typically asked. To find the neighbors of A in an adjacency list, one needs to
just go to the index of A in an array to get the singly-linked list of neighbors,
while an edgelist needs to be searched. This is why most applications use the
adjacency list approach. If the edgelist is searched for A using linear or binary
search we will need O(E) and O(log2 E) iterations respectively, where E is the
number of edges in the graph. Instead, when interpolation search is used, the
number of iterations is lowered to less than log2 log2 E, which hopefully makes
the sorted edgelist more appealing in real-world applications and comparable to
cutting-edge research on graph computation like X-Stream [1] and M-Flash [2].

Interpolation Search is a method for finding a certain value in a specified,
sorted array. Assuming that the values in the array are uniformly distributed
(i.e. there is no prior knowledge about the array), it is proven that the number of
iterations has a mean and variance bounded to log2 log2 E [3,4]. The performance
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of interpolation search is calculated when used in edge lists of graphs with certain
parameters (average degree and degree distribution). Experimental results show
improvement in the mean and variance and their correlation with the graph
parameters.

2 Algorithm

The interpolation search algorithm is based on the regula falsi (false position)
method from numerical mathematics. It combines the bisection method (binary
search) and the secant method. It is an improvement on the secant method be-
cause it always converges and an improvement on the bisection method because
it converges faster, using the values as a heuristic.

Fig. 1: An example for one iteration of the regula falsi method, where the starting
interval is [x1, x2] and the search value is zero. The cut value m is x3 and the
new interval is x3, x2] because 0 > f(x3).

According to it, for a given interval [a, b] (where in programming it is usually
the first and last index of the given array) and a search value v, a linear function
is constructed which passes through the points (a, f(a)) and (b, f(b)) (where in
programming f(x) corresponds to the value of the array at index x). Next the
valuem is calculated, for which the linear function has a value of v. v is compared
with f(m) and if it is different, a new interval is set. [a,m] in case v < f(m) and
[m, b] in case v > f(m). With iterative repetition of this procedure the interval is
shrinking, so the required value will eventually be found in the array, if it exists.
An example of one iteration can be seen at fig. 1

In order to use the method on a sorted array, m needs to be approximated
to an integer value. In this work the floor function is used to achieve this. Addi-
tionally an improvement is made by using ceil(m) when m is not an integer and
floor(m) is equal to the lower bound of the interval.

In real-world applications the algorithm needs to output the index in the
array where the searched value is found, which is of no use to this research. So
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the algorithm outputs the number of iterations, which is the objective of this
research.
Interpolation search algorithm for searching through a given array edgelist for
a given value searchV alue:

1. Initializing the variables. lowIndex and highIndex on the first and last
indexes of edgelist, lowV alue and highV alue on the respective values of
edgelist. numberOfIterations on zero.

2. Repeat while highIndex > lowIndex+ 1
– numberOfIterations+ = 1
– midIndex = (highIndex − lowIndex) ∗ (searchV alue −

lowV alue)/(highV alue− lowV alue)
– if misIndex isn’t an integer and floor(midIndex) == lowIndex)

• then midIndex+ = 1
– midIndex = floor(midIndex)
– if searchV alue == edgelist[midIndex] then break fro the loop
– if searchV alue > edgelist[midIndex]

• then lowIndex = midIndex and lowV alue = edgelist[midIndex]
• else highIndex = midIndex and highV alue = edgelist[midIndex]

3. return numberOfIterations

3 Method

It can be noted that when searching an edgelist for a beginning vertex, the
ending vertex is irrelevant. For that reason the ending vertex is not generated in
the tests, so the edgelist is represented only with a one-dimensional array. For
testing the algorithm an array of length (number of edges E) 230 = 1073741824
is used. The array is sorted in ascending order, in order to be able to be searched
with interpolation search

The graph is taken to be directed because an undirected graph has to have
each edge twice in the sorted edgelist, for an optimal search, thus practically
making it directed. For generating the edgelist 12 values for the average degree
of the graph were taken (1.5, 2, 3, 4, 6, 10, 15, 20, 30, 50, 70, 100). Those values
are actually the number of edges (the length of the edgelist) divided by the
number of vertexes (the range of values in the edgelist). With that the number
of vertexes N is dependent on the number of edges E and the average degree.
Generating the edgelist is done with four different methods:

1. The degree distribution is modeled in such a way that the probability of a
vertex to have a certain degree is following a geometric distribution. This
is the characteristic of power law graphs. The parameter of the geometric
distribution is calculated in such a way that the number of edges and vertexes
have to be satisfied and there are no vertexes without neighbors. With that
the probability that a vertex has a degree k is (1−p)k−1

·p, where p is equal
to the reciprocal value of the average degree. The number of vertexes for
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a given degree is an integer, approximate to the corresponding probability
multiplied by N .
The edgelist is generated in such a way that the index of the vertex and the
corresponding degree are independent. So the indexes in order are given a
degree randomly, according to the remaining degree distribution. The degree
of a vertex with a given index is actually the number of times that index
appears in the edgelist.

2. The second method is similar to the first, with the difference that instead of a
geometric distribution, a Poisson distribution is taken and vertexes without
edges are taken into account. With that the probability that a vertex has

a degree k is λ
k
·e−λ

k!
, where λ is equal to the average degree. Well known

graphs that have this property are Erdos-Renyi graphs.
3. The edgelist is generated directly. Every element in the array is set to a

random integer from a discrete uniform distribution in the interval [0,N-1]
and then the array is sorted.

4. The fourth method is a continuation of the third. Additionally the vertexes
with no neighbors (whose indexes do not appear in the edgelist) are removed
i.e. all indexes appear at least once in the edgelist, thus effectively reducing
the range of values in it.

For every combination of average degree and generating method, 100 tests
were made. For every test an edgelist is generated and and an interpolation
search is made for the value of every element in it. Mean and variance are
calculated cumulatively for all 100 tests. Additionally the edgelist is divided in
220 = 1048576 intervals with 210 = 1024 elements and a mean for each is kept.

4 Results

Table 1: The cumulative means and variances from all tests.

avg. deg. test 1 test 2 test 3 test 4

mean var. mean var. mean var. mean var. avg. removed vert.

1.5 4.2040 1.0727 4.5842 1.5233 4.5897 1.5220 4.1821 1.1571 1.6 E+08
2 4.4877 1.6614 4.5052 1.5893 4.4944 1.5885 4.1084 1.0060 7.3 E+07
3 4.5678 1.6870 4.1720 1.0817 4.1682 1.0792 4.0154 0.9340 1.8 E+07
4 4.5999 1.7532 3.9815 0.9073 3.9785 0.9070 3.9128 0.8626 4.9 E+06
6 4.6269 1.8269 3.7502 0.7376 3.7406 0.7362 3.7286 0.7354 443577
10 4.6174 1.8890 3.4817 0.5936 3.4760 0.5906 3.4760 0.5946 4872.33
15 4.5954 1.9220 3.2796 0.5086 3.2894 0.5049 3.2894 0.5050 21.9
20 4.5717 1.9398 3.1633 0.4591 3.1693 0.4569 3.1693 0.4569 0.12
30 4.5547 1.9559 3.0137 0.4098 3.0160 0.4086 3.0160 0.4086 0
50 4.5194 1.9690 2.8360 0.3782 2.8384 0.3766 2.8384 0.3766 0
70 4.4953 1.9747 2.7330 0.3645 2.7223 0.3653 2.7223 0.3653 0
100 4.4607 1.9788 2.5949 0.3517 2.5966 0.3509 2.5966 0.3509 0
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Fig. 2: General results. The means and variances from all tests are shown. All
blue marks are behind the corresponding green marks, while the hidden green
marks are behind the corresponding yellow marks. The leftmost red circle is
above the yellow one, while the second one is behind the green one.

From Table 1 and fig. 2 it can be observed that the means and variances of
all tests are below log2log2E = 4.90689. In power law graphs with the increase
of the average degree, the mean rises to 4.629, until the average degree of 6 and
then drops to 4.4607 whereas the variance rises from 1.0727 to 1.9788. In Poisson
degree distribution graphs with the increase of the average degree, the mean falls
from 4.5842 to 2.5949 whereas the variance rises to 1.5893 for an average degree
of 2 and then falls to 0.3517.

The second and third test give the same results because it is practically the
same test. It is well known that using a discrete uniform distribution multiple
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times results in binomial distribution for the probability that a certain number
appears a given number of times. Also the binomial distribution converges to-
wards the poisson distribution and can be replaced under conditions which are
satisfied here.

The results of the fourth test are an improvement over the previous two. This
is more evident in the graphs with lower average degrees, because there more of
the vertexes have a degree of zero and are removed (see last column of table 1)

Fig. 3: The probability density of the means of the 220 intervals from the geo-
metric and Poisson degree distribution tests

On fig. 3 we can see the distributions of the results of the first two tests. The
number of iterations from a single interpolation search is an integer, but on the
figures we have the probability density of the 220 means of intervals with 210

elements. In the power law tests it is noticeable that with increasing the average
degree, the centers widen and their y-coordinate increases up to average degree of
6 and then decreases. This matches fig. 2. In the poisson degree distribution tests
with increasing the average degree, the y-coordinate of the centers decreases, but
their shape behaves more chaotically than what is expected from fig. 2. This can
be due to the fact that these results are based on means of the results and not
the results themselves.

On fig. 4 the interval means are shown according to where they appear in
the edgelist, for 3 different average degrees (1.5, 6 and 100) for the first two
tests. The visualizations generally match the means and variances from fig. 1. It
can be noted that searching for values that are near the beginning or end of the
edgelist is faster. This also explains the larger bottom tails in fig. 3.
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Fig. 4: The means of the 220 intervals from the geometric and poisson degree
distribution tests, for 3 average degrees.

5 Evaluation

This method is evaluated by running a random walk with 106 nodes 1000 times
and calculating the average and variance of the execution time. This is done on
different graphs. The first test was on random generated uniform (Erdos-Renyi)
graphs with 230 edges and different average degrees, same as in the previous
method.

Fig. 5: The distributions of the time for
the first test in seconds

Table 2: The averages and
variances of the time for the
first test in seconds

avg. deg. avg. time var. time
1.5 0.203396 0.000976
2 0.268275 0.001243
3 0.357619 0.000570
4 0.384798 0.000162
6 0.438260 0.000007
10 0.469469 0.000007
15 0.492962 0.000007
20 0.502489 0.000008
30 0.526351 0.000007
50 0.577564 0.000013
70 0.626122 0.000023
100 0.706441 0.000027

The second test was done on real graphs from Wikipedia [5] (12 150 976
nodes and 378 142 420 edges), Friendster [6] (65608366 nodes and 1 806 067 135
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edges) and Twitter [7] (41 652 230 nodes and 1 468 364 884 edges). Those are
all directed graphs, so a big random walk is very likely to get stuck in a dead
end, so in that case we select a random node for continuing, while not counting
it. Then the indexes of the nodes of the graph were randomly relabeled, in order
to remove any bias between index and degree of a node, and the tests were run
again.

Fig. 6: The distributions of the time for
the second test in seconds

Table 3: The averages and variances of the
time for the second test in seconds

graph avg. time var. time
Wikipedia 19.034470 32.281192
Wikipedia relabeled 12.456509 14.245228
Friendster 3.238808 0.001758
Friendster relabeled 1.31021 0.000670033
Twitter 6.15892 36.3366
Twitter relabeled 0.820026 0.234033

The programming language is C++, compiled with g++ (GCC) 7.3.0 (cyg-
win) with no additional compilation flags. None of the tests were parallelized and
they ran on a single CPU. The tests were executed on a PC with the following
specifications:

– Windows 10 pro
– intel i7-4790 @ 3.6GHz, 3601Mhz, 4 core(s)
– RAM: 16GB 1600MHz DDR3

The results from the first test can be seen on table 2 and fig. 5, while the
results from the second, on table 3 and fig. 6. It isn’t evident on fig. 6, but
the Friendster results lean towards their lower bound. The process of the first
test used up 8 192.7 MB of RAM, while the second used up 2 885.9 MB for
Wikipedia, 13 779.4 MB for Friendster and 11 203.2 MB for Twitter.

6 Discussion

The means and variances from all tests are far below the so far proven bound of
log2 log2 E [3] [4]. Generally they decrease with the increase of the average degree,
with the exceptions of: the power law graphs variance, the power law graphs
means up to avg. deg. of 6 and the variance of the Poisson degree distribution
graphs up to avg. deg. 2.
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It can be assessed that the reason for the improvement of the results from
the log2 log2 E bound is the fact that the values in the list are integers, whose
range is smaller than the length of the edgelist by a factor of the average degree
(sometimes bigger in the fourth test). Also the Poisson degree distribution graphs
give better results than the power law ones because there most of the degrees
are grouped around the average degree, in contrast to the power law graphs,
which have a lot of small degree vertexes and a few big degree vertexes. This
makes the power law edgelists deviate more from a linear function, which worsens
interpolation search performance.

The results from the random walk on the generated Erdos-Renyi graphs (fig.
5) were unexpected, as the time increased with the average degree, while the
number of iterations decreases (fig. 2). This is probably due to the increase of
the average degree, which increases the time for acquiring the first and last edge
from the node, after the initial search that returns one edge. The results from
the random walk on real graphs (fig. 6) were also partly unexpected, as the
average times aren’t proportional to the number of edges (E). This is probably
due to the structure of the graphs and subsequently, their edgelists. The tests
with relabeled nodes gave better results in all graphs, which confirms that the
original graphs have a bias between the index and the degree of the nodes.

7 Conclusion

When it comes to real world applications this method has a slightly larger com-
putational complexity than the standard adjacency list approach, but it uses less
memory. If N < 232 it requires only 8 bytes per edge to function and doesn’t
need any sort of indexing or hashing. This allows for fitting very large graphs in
working memory, which is considerably faster than having to work with HDDs
and SSDs.

This approach can be further developed by implementing the standard al-
gorithms for graphs to work with it, with a focus on minimizing memory, and
comparing them to cutting-edge research on graph computation.

The results from this work can not only be applied to edgelists of graphs,
but in other fields where arrays of similar properties are used.
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Abstract. The ability to get real-time notifications about unexpected
changes in files or directory structure occurred by unauthorized accesses
is a necessity in the defense from hackers. This paper describes the design
and implementation of a new real-time file integrity monitoring system,
named WebSGuard. It is a client-server system intended for Windows-
based environments. Client agents are installed as system services on the
watched web servers and they monitor and report in real-time, while the
server application is a desktop application for managing the clients, col-
lecting data from clients, reporting, and sending alerts and notifications
to system administrators. The communication between the clients and
the server is secure and reliable. The existing prototype currently is used
on the University Goce Delcev intranet, for monitoring university’s web
applications.

Keywords: File integrity checkers, file integrity monitoring, intrusion
detection, Windows servers.

1 Introduction

In reality, there are many situations when system administrators find out
that their system has been hacked days, weeks or even months previously.
If an unprotected machine is compromised, a careful attacker’s activity
on the machine may never be detected, greatly increasing the amount of
damage. The ability to get real-time notifications about changes in files
or directory structure occurred by unauthorized access is a necessity for
network and web administrators in the defense from hackers. This kind
of tools does not prevent the attacks, but are helpful for detection of
successful system intrusion.

Changes that occur in the file’s or folder’s properties (such as content
or some attribute) are quite common and normal for a given file system,
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but also they are a basic part of most of the hacker attacks. System admin-
istrators need a way to distinct nonmalicious and authorized changes from
malicious and unauthorized changes to the file systems. So, they employ
file integrity monitoring (FIM) tools (also called file integrity checking or
change auditing tools) to track different important files or folders, such
as configuration files, registry files, executables, web site resources, file
and directory permissions, tables, indexes, stored procedures, rules, etc.
These tools monitor the changes of different properties, like credentials,
privileges and security settings, file content, core attributes and size, hash
values, configuration values, etc.

Most of the FIM tools operate as user-mode utilities and they first
establish a known and trusted state of a system, after what they perform
scheduled checks for detecting changes and alerting the administrators.
At a minimum, an FIM solution should be able to establish a trusted state
for protected files and folders, monitor for configuration change relative
to the trusted state, determine if change is authorized or unauthorized,
alert when unauthorized change occurs, and provide detailed information
to help the administrators remediate any improper changes.

Importance of FIM can be seen also by the fact that today several well-
established compliance standards and regulatory compliance acts indicate
FIM to be implemented, such as:

– PCI-DSS - Payment Card Industry Data Security Standard (Require-
ment 10.5.5 and 11.5)

– SOX - Sarbanes-Oxley Act (Section 404)

– NERC CIP - NERC CIP Standard (CIP-010-2)

– FISMA - Federal Information Security Management Act (NIST SP800-
53 Rev3)

– HIPAA - Health Insurance Portability and Accountability Act of 1996
(NIST Publication 800-66)

– SANS Critical Security Controls (Control 3).

This paper describes the design and implementation of a new real-
time file integrity monitoring system, namedWebSGuard. In Section 2 the
basics and categorization of the file integrity monitoring tools are given.
Section 3 describes the architecture of the new real-time FIM solution,
with a special description of the server and the client components. In
Section 4, some details of the implementation are given.
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2 File Integrity Monitoring

File integrity monitoring is one of the most popular approaches to dis-
cover malicious behavior by detecting modification actions on protected
files and folders, such as modifying different log files, inserting new files,
etc. FIM tools are a host-based intrusion detection software, and they
can help identifying which files or directories may have been damaged or
manipulated, by which user, in what time, etc. The idea for FIM originate
from a seminal paper by James Anderson [1].

Generally, there are two classes of FIM tools: periodic FIM and real-
time FIM [5]. Periodic or pool-based FIM tools check periodically cur-
rent file attributes, like file size or last modification time, and compare
them with previously collected one. This process ensures that the files are
not damaged or manipulated within a time interval that determines the
comparison, usually by keeping track of cryptographic hashes of files at
different points in time. The first such a tool is Tripwire [6], which takes
snapshots first for all the files that need to be protected (by generating file
signatures), and later detects if they have been tampered with. Similar
tools are Unix-based Advanced Intrusion Detection Environment (AIDE)
[8], Osiris [13] and Samhain [?], and cross-platform Verisys [11], OSSEK
[4] and CimTrak [3].

Periodic FIM tools have several disadvantages, such as they are less
effective in detecting attacks that happen between scheduled checks, they
can be easily be compromised by attackers with root privileges, and
they significantly degrade system performance during the checks. Most of
them, like Tripwire, use SSH and SSL/TLS for securing the communica-
tion.

Real-time FIM tools detect changes in real time, and they can be di-
vided in several groups. The first group is deployed as a kernel module
in the OS, which means they are platform-dependent. They insert hooks
into the OS kernel, to intercept read and write system calls, like XenFIT
[10], and I3FS [9]. Some of them, even immediately block access to the
affected file before notifying the administrator. The problem with these
real-time FIM tools is that their kernel module can be easily attacked
or masked by rootkits. The second group is deployed as a module in the
Virtual Machine Monitor (VMM), under the traditional OS, so cannot
be accessed by attackers. One example is VMFence [5], where the real-
time FIM tool is implemented in one privileged virtual machine, while it
observes file operations in other monitored virtual machines, through the
System call sensor module inserted in the VMM. Similarly, another vir-
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tual machine monitor, VRFPS [?], introspects all file operations of guest
OS, and implements a virtual sandbox in privileged domain to prevent
protected files in guest domain from modifying illegally. FSGuard [12] is
another example for the Xen virtualization platform. There are also hard-
ware based protection mechanisms for integrity verification which require
Trusted Platform Module (TPM) chips embedded on the computer hard-
ware and an additional software to make it efficient. For example, there
are snoop-based kernel integrity monitoring tools that snoop the bus traf-
fic of the host system from a separate independent hardware, like Vigilare
system [7], which work by adding Snooper hardware connections module
to the host system for bus snooping.

3 System Architecture

WebSGuard is a real-time FIM tool with client/server architecture. It
consists of an administrator component with a graphical interface de-
signed for administrators, and client agents as services of the operating
system intended for supervision of web applications and reporting to the
server about the changes occurring in real time (Figure 1). There is one
client per web server, which can monitor one or more web applications. In
the same manner, it can be used for monitoring of any files and folders or
the overall changes that occur during operation of the operating system,
not only web applications. Beside intrusion detection, it can also be used
for other purposes, such as monitoring and recording information during
the installation/uninstallation of a software in the computer, or review
and analysis of the files that have access covered by a form application.
The existing prototype can currently run only on Windows-based envi-
ronments, and now it is used on the University Goce Delcev intranet, for
monitoring university’s web applications.

Additionally, WebSGuard can work in the Periodic FIM mode, by
taking a snapshot of the protected file structure in specified time intervals,
or on request, and comparing the current state with the previously saved
good state.

The new solution uses an encrypted communication between the server
component and the clients. In this way attackers can not perform passive
attacks by eavesdropping the exchanged messages, but also, without ad-
ministrator privileges, can not successfully misrepresent them as a server
or as an existing client. Administrator (or admin or server) component is
a visual desktop application that is installed on the administrative side.
It is responsible for clients management, for receiving messages sent by
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Fig. 1. System architecture
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clients and their secure storage in the database, as well as for inform-
ing the administrator for occurred changes. administrator component is
tasked to add, delete, configure and monitor each client individually, to
send commands and settings to clients, receive alerts on any change of
the protected web application, to properly handle messages, to store re-
ceived information in the database and to inform the administrator for
important changes.

Client agents are implemented as Windows services that are actively
involved in the background of the operating system. Their task is to re-
ceive commands by the administrator component and to perform continu-
ous monitoring of specific directories or files, as well as to catch and send
information about the changes to the administrator component. Addi-
tionally, agents are required to perform the recording of a particular web
application state at the administrator request.

All resulting changes obtained from all connected clients are recorded
in a database on the administrative side for further processing and extrac-
tion of the report for a certain period. When a client fails to establish a
connection with the administrator component, it uses its own temporary
database for storing changes that are caught on the watched side, while
waiting for a connection.

3.1 Administrator Component

This component is a central management system for all client agents that
are listed in the application. Unlike the clients, this component has visual
appeal, through which the administrator can easily manage and control
the operations of the system.

This component is composed of several modules (Figure 2):

1. GUI Module: This module is a central administration console through
which a detailed overview of all available clients is shown, with the
possibility of remote directory listing and traversing for each host
web server. There is a menu to all functionalities of the application.
There are three sections that provide information on events caused
by modification of protected file systems. First section displays all the
occurred events, second section displays only the important events,
and the third section gives the information about events connected
with designated certain types of files. The GUI Module also serves for
configuration of the administrator component.

2. Watcher Parameters Module: This module is responsible for adding/
removing directories on the web servers with client agents on them,
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Fig. 2. Administrator component

with specific changes that will be tracked, setting the size of the buffer
and the filters needed for the client, etc.

3. Load Presets Module: This module allows reloading of the previ-
ously defined rules for a specific web application.

4. Reporting Module: This module allows searching through all in-
curred changes recor-ded in the database. It allows searching of events
for different time periods, different kind of change, for a particular web
application, etc. It also allows removal of the searched data in .CSV
file or export directly from the database. Different colors are used for
different type of events, with a number of different events and repre-
sentation with a chart. Through the same module the administrator
can perform a physical deletion of data from the database according
to specified criteria.

5. Periodic FMI Mode Module: This module allows the comparison
of pre-recorded state of the structure of a particular web application
and the currently recorded state. It displays the details of all newly
created files, of all deleted files and of all changed files, and exports
the entire report in the .CSV file.

6. Special File Types Module: This module allows configuration of
events for certain types of files to get a special part in the main screen.
For example, php scripts are often used by attackers for hiding shells,
so this file extension need to be watched carefully.

7. Notification Module: This module is responsible for notification of
the administrators.
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8. Crypto Module: This module is responsible for generating and stor-
ing random session secret key for each client, and encrypting/decrypting
the messages to/from the clients. The session key is generated ran-
domly and separately for each new TCP connection. This module
periodically sends ping packets to each client, to check its aliveness
on the Internet. The first message from the server to the client, which
contains the randomly generated session secret key K is encrypted
with the public key of the particular client, and each other message
to the client is encrypted with the session key K. For reliable commu-
nication, each obtained message from the client is acknowledged.

3.2 Client Agent

The client agent represents a small software component that is installed
and erected on the side of the watched web server as a Windows ser-
vice, responsible for the continuous monitoring, for executing commands
given by the administrator component and for sending notifications to the
administrator component. Client part consists of five modules (Figure 3):

Fig. 3. Client component

1. Client Launcher Module: This module offers a visual interface to
change the client settings.

2. Monitor Module: This module is responsible for monitoring direc-
tory with all its subdirectories and files and reporting in real time for
any change. Gets the configuration set by the administrator compo-
nent to know on what criteria to perform monitoring.

3. Storing Module: All resulting changes are stored in the temporary
database. This enables the client to run independently, even without
any interaction with the administrator component.
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4. Notification Module: If the client is connected to the administrator
component, it performs notification in the real time for any change
in the watched file system. Notifications are sent encrypted over the
network. If the client is disconnected from the administrator com-
ponent, it stores gathered changes in the temporary database, and
after the connection is reestablished, it sends all the records to the
administrator components. Once the client will receive a confirmation
of successful recorded data, it empties its temporary database. The
client checks if the connection with the administrator components is
alive, with sending of the ping packets periodically.

5. Crypto Module: This module is responsible for the generation of a
pair of public and private keys for the client agent (on client launching)
and the encryption/decryption of all messages to/from the adminis-
trator component. The first message to the administrator component,
contains the client’s public key. The first response from the server
contains the session key K, and it is encrypted with the client’s public
key. Any other communication between the client and the server is
encrypted with the session key K.

4 Implementation

WebSGuard is a .NET application, which uses temporary SQLite databases
for clients and MySQL database for the server component. It is currently
intended for use only on Microsoft Windows-based systems. JSON format
is used for packing/unpacking messages between the server component
and the clients. The minimum requirements for using the prototype are:

– Operating system (client version): Windows Vista, 7, 8, 8.1, 10 with
installed .NET Framework 4.5

– Operating system (server version) Microsoft Windows Server 2012,
2012 R2, 2016 with installed .NET Framework 4.5

– Database Server: MySQL version 5.7 or Maria DB version 10.

The administrator component can be configured through the GUI
Module (Figure 4). In the Settings part of the GUI Module, one can add
or remove clients, specify server listening port, configure the database,
and configure and manage e-mail notifications to the administrators. The
client component can be configured through the Client Launcher Module
(Figure 5), where the server IP address and listening port are specified.

Once the two components (admin and clients) are installed and prop-
erly configured on the appropriate machines, a secure connection between
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Fig. 4. Configuration of the administrator component through GUI Module

Fig. 5. Configuration of the client component through Client Launcher Module
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them is established. administrator component can communicate only with
clients with allowed IP addresses. Otherwise, the administrator compo-
nent rejects the communication and notifies the administrator for that
action. A secure communication is obtained by use of RSA public key
cryptosystem and AES-256 block cipher. The client during the config-
uration phase, generates its RSA pair of private and public keys, and
sends its public key to the server component on its listening port. The
server component generates a random AES-256 secret key K, per client
and per TCP connection, and sends it to the appropriate client as mes-
sage encrypted with the public key of the client. The client decrypts the
message, and obtain the session key K. Any other message transferred be-
tween the client and the server during one TCP connection is encrypted
with the session key K. Additionally, the recommendation is the admin-
istrator component to be accessible only on the organizational intranet.
In the next version of the implementation, we are planning the admin-
istrator component to generate its RSA pair of private and public keys
also, and the server public key to be configured on each client, so, the
first message from the client to the server to be encrypted with the server
public key. In this way, a man-in-the-middle attacks on the intranet will
be mitigated.

When a secure connection is established between the client and the
server component, the directory structure of the watched server is dis-
played in the GUI Module of the administrator component (Figure 6).
The administrator can choose which directory or web application to be
monitored. For that, a Watcher Parameters Module (Figure 7) is opened,
in which the monitoring rules are determined and the configuration of
the client about how much memory to reserve for obtained events is
done. For monitoring rules, the administrator can define important sub-
node or sub-path for watching, can exclude sub-node or sub-path from
watching, or can specify which kind of events to be watched for giv-
ing sub-node or sub-path. There are four main types of events: Cre-
ated, Deleted, Renamed and Changed, where Changed includes change
of file/directory name, file/directory attributes, creation, modification or
access time, file/directory size, file/directory owner, file/directory per-
missions, etc. The administrator can define an additional filter on the
specified sub-node or sub-path, which can accept wildcards.

After configuration of the protected files and directories, the admin-
istrator component sends this information to the client, and the client
begins to monitor them. When the client receives a signal from the op-
erating system that a change has occurred in the monitored structures,
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Fig. 6. Main view of GUI Module.

Fig. 7. Watcher Parameter Module
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the appropriate event is saved in the client’s temporary SQLite database
and if there is a connection with the administrator component, immedi-
ately a notification is sent. The administrator component, depending on
the type and nature of the event decides which category of visual section
will display the information, or what kind of notification to send to the
administrator in some cases. The administrator component also stores all
received events in its MySQL database for further analysis, and sends
a signal to the client by emphasizing that can wipe already processed
events from its temporary database. Should there be a break in the con-
nection, the client continues to monitor because it knows the rules and
has a temporary repository to store all events. Once the client will have
a new connection to the administrator component, it will automatically
synchronize with the administrator component.

All notifications to the administrator are performed by the admin-
istrator component. The application allows two types of notifications: a
notification through email addresses at some point in the day of the events
in the past 24 hours, and a notification through system try messages for
important events. The administrator can also search and review the events
through the Reporting Module. For records can be exported as a .csv file.
Searches can be conducted by various criteria, such as for a time interval,
for a certain type of event, for a web application or a client, and directly
search for a specific phrase. Deleting events from the server database is
carried out for a period of time for a specific Web application, a specific
IP address or delete all events for a particular phrase that occurs in the
path name of the directory/file.

WebSGuard can work in the period FMI mode also, through the mod-
ule with the same name. The administrator component sends a signal to
the client to make a snapshot of the full structure of the requested node,
by using cryptographic hashes with SHA-2 hash function. The obtained
data is sent to the administrator component and is stored as the initial
good state for that node. After some time the administrator can compare
the stored state for a node with the current situation, to see the changes.
Upon administrators request or in some time interval, the administrator
component sends a request to the client to capture the current state, so
comparison can be made. Deleted, changed and newly created files are
represented separately (Figure 8).
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Fig. 8. Periodic FMI Mode Module
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5 Conclusion and Future Work

We present a new real-time file integrity monitoring system, named Web-
SGuard, as a client/server application for Windows-based environments.
Main future objective is WebSGuard to became cross-platform. One other
possibility of improvement is adding a new functionality to this tool, with
the deployment of some artificial intelligence techniques on the database
data, for improving intrusion detection on the watched web server. An-
other possibility is implementation of immediately blocking of a given
access to the manipulated file, before notifying the administrator.
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Abstract. No organization is immune to the threat of security breaches, but 
implementing data encryption is a major safeguard that will protect confidential 
information and the organization’s reputation. Now, a hacker can potentially 
break into a system remotely and steal patient information. It’s an intimidating 
thought, and when you couple it with HIPAA/HITECH fines that can reach well 
into the millions, it’s easy to miss the days of paper records and locked file 
cabinets. No organization is immune to the threat of security breaches, but 
implementing data encryption is a major safeguard that will protect confidential 
patient information and the organization’s reputation. The critical data can be 
compromised in a number of ways, especially when stored in servers that might 
change hands over the years. In the case of medical organization, when it is 
dealing with medical information about the patients, the level of data security 
must be unquestionable. When considering that detrimental crimes, like e.g. 
identity theft, are on the rise, data encryption is a must. SafeMail is a unique e-
mail solution that enables registered users to exchange encrypted text messages, 
encrypted screenshots and encrypted attachments to/from any recipient in the 
world. One message can send up to 10 very large files (up to 3 GB each) with 
very sensitive contents, and free text containing atoms of confidential data (e.g., 
financial, personal, etc.). Composing and sending e-mails with SafeMail is 
permitted only to registered users, initiating the chain of e-mail exchanges. 
Recipients of these encrypted messages do not need to be registered users to 
compose responses or forward messages to other recipients. The recipients 
specified by them in the forward list automatically are granted permission to 
decrypt messages. Moreover, this tool is supported by another unique and 
innovative solution called Safety Chamber - thetool which assures 
confidentiality, availability and security of transmitted and stored sensitive data. 
SafeMail and Safety Chamber are intended to send, use, store and view electronic 
Protected Health Information (ePHI) data, as well as any other types of 
confidential data. 

Keywords: Encryption ·  Safety ·  Decryption ·  E-mail ·  Chamber ·  Data token · 
Context ·  Data atom ·  ePH. 
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Abstract. In order for a machine to be manufactured, first it must be planned and 
sketched. In a real-world scenario this usually includes several software 
applications that handle drawing, accounting, and storing documents or 
drawings. These software solutions are often separate and not connected with 
each other in any way, and the users have to do data entry twice. In this paper, 
the application are specializes in connecting Autodesk Inventor and Autodesk 
Vault with Datalab’s Pantheon. The application solves these problems is called 
“SearchParts” under Industry 4.0. It is consisted of two parts: real-time items 
search in Pantheon and mapping 3D models to an ID in Pantheon. The first part 
of the program can search for items in and online or offline state. This means that 
the items are cached locally and updated whenever the user can connect to the 
database server. The second part is mapping 3D parts modeled in Inventor and 
saved in Vault with the ID’s from Pantheon. After the models are associated with 
the ID’s they can be later re-used to avoid data entry over again. This is especially 
useful because each drawing in production is now associated with it is digital 
version and can be used to add more metadata like picture of the physical part, 
video recording, etc. 
 
Keywords: Autdoesk Inventor ·  Autodesk Vault ·  Smart manufacturing ·  
Searching · Mapping ·  Industry 4.0. 
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Abstract. With the growth of the new technologies, simultaneously
the software development industry grows and extends its possibilities,
thus creating a massive addiction to people towards technology and soft-
ware applications. Each day thousands of new software applications are
developed, turning the software development industry into one of the
most needed and requested one. The software companies are struggling
to stay on top, and by being closer to customer’s needs and require-
ments they tend to increase the competitive advantage. An important
factor to achieve that, is good project management, which consists of
steps from initiation, planning, execution, monitoring and control of the
project. These steps make a reliable framework of all that it takes to
be done to ensure a successful project. This paper stands as a brief
roadmap of some of the most important and basic concepts concern-
ing software project management. It focuses on describing the overall
software project management process, all the phases that it has to go
through from the very beginning, till the end, when the project meets
the objectives. Apart from that, various project management methodolo-
gies are discussed along with their pros and cons. A comparison between
two basic methodologies, the traditional one and the agile is illustrated,
along with the illustrations of some of the other methodologies. Also a
brief overview of the stakeholders is given, focusing more on the role
of the project manager. Relying on the gathered information and after
discussing some reasons for project failure, this work furthermore offers
recommendations for smooth project execution.

Keywords: Software project · Software project management · Project
management methodologies · Stakeholders.
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Abstract. During the last decade there has been a tremendous development and 
interest in E-learning in schools. E-learning is an innovative approach which, in 
addition to complementing the traditional learning system, provides new avenues 
to support kids with disabilities who might not efficiently absorb information de-
livered to them through traditional education programs. In this research we iden-
tify challenges that students with disabilities face in different high schools in Ko-
sovo and propose recommendations to minimize these issues. Problems were re-
ported by two independent groups, students and teachers. They both, via ques-
tionnaires, indicated their problems related to the accessibility of websites, ac-
cessibility of digital audio and video, inflexible time limits built into online ex-
ams, PowerPoint presentation during lectures, course materials in PDF, and the 
lack of needed adaptive technologies. It is important to note that this is an explor-
atory, descriptive study that is not based on any theoretical approach. Its main 
objective is to compare the views of the two groups, to suggest hypotheses for 
future investigations, and to propose recommendations based on available infor-
mation. 
 

Keywords: E-learning ∙ Students ∙ Disabilities ∙ Teacher ∙ Secondary  
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Abstract. The proteins are a basic part of every living organism. The more we 
know about them the easier it is to understand the complex mechanism behind it 
and influence its proper functioning. There are several known ways for protein 
function prediction. The focus of this paper is the BLAST algorithm which is a 
tool for protein function prediction using protein sequence. BLAST makes com-
parison between two protein sequences and gives a score regarding their similar-
ity. After using BLAST on all the queried sequences via several computations we 
calculate a threshold over which all the similar proteins which BLAST returns 
will be considered homologous. According to this approach, the queried protein 
should get the functions of its homologous proteins. There are many papers which 
describe this kind of protein function prediction, but this particular methodology 
focuses on the correlation between the accuracy of the algorithm and the protein 
families. The goal of this research is to find protein families for which a correla-
tion between the protein sequence and the protein function exists, i.e to give a 
recommendation for protein families for which BLAST can be used as a tool for 
predicting the protein function. Even though the secondary protein structure is 
much more precise in revealing protein similarities, much bigger memory and 
computing power is needed in order to use this approach, so the goal is to find a 
way to use the primary structure i.e the sequence which is the simplest represen-
tation of the protein. The algorithms which use the protein sequence are much 
faster than the others because of the simplicity of the primary structure over the 
secondary and tertiary structures. 

Keywords: Protein sequence ⸱ Sequence similarity ⸱ BLAST ⸱ UniProt ⸱ Gene 
Ontology ⸱ Protein functions ⸱ Protein families. 
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Abstract. The human health and the diseases that appear in the health systems 
are characterized with complex interactions between multiple factors. The 
rapidly increasing number of newly obtained diverse medical data is crucial for 
solving current and future medical challenges. Transforming knowledge from 
these kinds of data into efficient medical solutions combines transdisciplinary 
work with participants from medical, computer, data science background. In this 
paper we propose a conceptual framework for transdisciplinary research on 
medical data using computer science algorithms. The data in the system is 
obtained from sensor networks, diagnostic techniques and medical case studies 
which are measuring the performance of various organs of the human body. Part 
of the data for analysis and processing is already gathered from our previous 
researches. After the data analysis phase, we plan to improve the current or 
propose new algorithms, tools, methods and mathematical models for ICT 
systems aimed for working with medical data. This kind of systems would 
facilitate the current medical approaches and the treatment for certain diseases. 
Reaching this goal is not trivial, since we have a huge and increasing amount of 
available data and different new techniques for processing this data. That’s why 
we need synchronization and homogenization of the whole available medical 
knowledge, storing it into a familiar format for researchers of different fields. 
Currently, two possible applications of the system are identified, extraction of 
max ejection fraction using echocardiography [1][2] and diseases prediction 
using ECG signal and heart rate processing [3][4][5]. The main goal of the 
framework is to provide more effective, efficient and more economically 
affordable solutions for emerging and future approaches to medical systems. 
Achieving this goal is not a trivial task and thus includes many challenges. One 
of the challenges is interpretability. Deep learning systems generally should 
perform well in medical data processing, but they are “black boxes,” and they 
don’t provide an explanation of the reasoning behind the conclusions. In our 
work, we plan to incorporate various mechanisms such as differentiable attention 
[6] to help doctors understand the internal workings of the neural network and its 
potential failure modes. Another challenge is choosing the best technique for big 
data analysis and extraction of medical knowledge that was not discovered before 
in the same context. There are vast amounts of data generated on daily basis, and 
there is also a vast number of available techniques which can be applied on the 
data. Choosing the correct method in combination with the chosen data will be 
analyzed. We plan to use the proposed conceptual framework on different 
datasets and compare the results with other proposed solutions in the literature. 
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Abstract. One aspect of coupled dynamical systems which received great 
attention is synchronization. This phenomenon occurs very often in nature and 
has many applications in biology, physics and engineering. Maybe one of the 
earliest studies of synchronous motion was due to Huygens in 1673. In physics, 
in the study of coupled nonlinear oscillators, great impact was made by the 
work of  Kuramoto. An example in the field of system control is the work in 
coordination and control of group of robots, vehicles and mechanical systems. 
Another interesting example arises when studying emergent collective behavior 
(swarming) in some large groups of organisms like bacteria, ants, birds etc. Of 
special interest are the models of pulse-coupled biological oscillators where the 
oscillators communicate by sudden impulses, as in the case of neurons. An 
example is the Peskin’s model of cardiac pacemaker cells - under some 
assumptions it was shown that the cells mutually synchronize and fire together 
no matter from which state they have started. This model was later used for 
study of a model of coupled neurons. We are interested in the properties of 
these natural phenomena. In order to better describe them, we use models of 
coupled dynamical systems. We analyze the collective dynamics of these 
systems, which are represented by stochastic differential equations. The 
emphasis on our research is on stability analysis and synchronization of coupled 
neural networks. The aim of this paper is to give an overview of the results and 
problems in the current research on this topic. 

Keywords: Stability Analysis ·  Synchronization ·  Coupled Dynamical Systems 
· Coupled Oscillators ·  Stochastic Differential Equations ·  Neural Networks. 
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Abstract. In this paper we introduce a measure of closeness of partial
rankings based on a metric on permutations, and we analyze some of its
properties.

Keywords: Partial ranking · Distances on partial rankings.

1 Introduction

Statistical methods for analyzing fully and partially ranked data are used in a
variety of applications. In fully ranked data, n items are ranked in order of prefer-
ence by a group of judges. In partially ranked data, the judges do not completely
specify their ranking of all n items. The resulting set of preferences is a function
on the symmetric group of permutations if the data are fully ranked, and a func-
tion on a coset space of the symmetric group if the data are partially ranked. The
first problem which arise is the comparison of two rankings. Statisticians have
several measures of closeness between two permutations, including Spearman’s
ρ and Kendall’s τ . Most standard rank procedures involve distances between
permutations which usually define metrics. Diaconis, Critchlow and some other
authors use group-theoretic description of the sets of rankings. Thus the problem
of comparisons of rankings (full or partial) is reduced to a problem of choosing
appropriate metrics on the permutation group or on coset spaces of the permu-
tation group. This leads to a study of metrics on the permutation group and
homogeneous spaces. Standard references are the monographs by Diaconis [4]
and Critchlow [3]. We have studied statistical properties of a metric on the per-
mutation group induced by Chebyshev’s norm and have applied the approach
of induced Hausdorff metric to extend this metric for partial rankings. The sta-
tistical properties of some other meaningful metrics are discussed following the
above mentioned monographs.

Many of the decision procedures that one might use within the scope of rank-
ing problems have a corresponding structure which is invariant under a group
of transformations. If the formulation of the problem has complete symmetry
with respect to permuting or renumbering of the populations, then it is desir-
able to have a decision procedure which preserves this structure in the solution
of the problem. The general partition problem is treated from a decision theo-
retic point of view and our attention is restricted to the symmetric case so that

⋆ Supported by the Bulgarian fund for scientific investigations Project DN 12/5.
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certain invariance arguments are applicable. The loss functions which appear are
motivated by a measure of association for partially ranked data. These loss func-
tions and corresponding risk functions have natural invariant properties under
a group of transformations.

Distributions on the set of permutations are used in nonparametric statistics.
Various applications of metrics on fully and partially ranked data have been pre-
sented in the statistical literature. Individual tests based on ranks were proposed
quite a long time ago by Wilcoxon, Wald and Wolfowitz, Friedman, Smirnov,
Kendall. The approach via metrics for permutations is applied by Fligner, Ver-
ducci, Feigin, Alvo, Cabilio. Rank tests appear in problems of testing of agree-
ment and comparison of two samples. The distributions on permutations provide
alternatives to the uniform distribution.

2 Notation

Before proceeding with approaches for analyzing ranked data, we define some
quantities. Let n items be arbitrarily assigned numbers: 1, 2, . . . , n. A full ranking
of these n items is an ordering of the form: first choice, second choice, . . . , n-
th choice. Any ranking corresponds to a permutation which is an element of
Sn, the set of all n! permutations. The corresponding permutation α ∈ Sn is a
function from {1, . . . , n} onto itself, whose arguments are the items, and whose
values are the ranks. The composition αβ of two permutations is defined by
(αβ)(i) = α(β(i)), and the inverse permutation α−1 satisfies αα−1 = α−1α = e,
where e is the identity permutation e(i) = i. In other words: α(i) is the rank
given to item i and α−1(i) is the item assigned rank i.

Let α and β be two permutations from Sn corresponding to two observers’
rankings and let d be a metric on the permutation group Sn. Then d : Sn×Sn →
[0,∞) satisfies the usual axioms:

d(α,β) ≥ 0 ∀α,β ∈ Sn, d(α,β) = 0 ⇔ α = β;
d(α,β) = d(β,α) ∀α,β ∈ Sn;
d(α,β) ≤ d(α, γ) + d(γ,β) ∀α,β, γ ∈ Sn.

d(α,β) can be thought of as a measure of the association of the two rankings. If
α and β are chosen independently and with equal probability from the set of all
possible permutations, then d(α,β) becomes a random variable. Some common
statistical measures are obtained by applying an affine transformation to the
functions:

R(α,β) = [
n
∑

i=1

(α(i)− β(i))2]
1

2 ;

T (α,β) =
∑

i<j

(1− sign{α(i)− α(j)})sign{β(i)− β(j)};

F (α,β) =
n
∑

i=1

|α(i)− β(i)|
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C(α,β) = minimum number of transpositions needed to transform

< α(1), . . . ,α(n) > into < β(1), . . . ,β(n) >

U(α,β) = n− length of the longest increasing subsequence

in < βα−1(1), . . . ,βα−1(n) >

M(α,β) = max
1≤i≤n

|α(i)− β(i)|.

The first five functions are thoroughly discussed in the sense of this paper by
Diaconis [4] and Critchlow [3]. The correlation versions of R2 and T are among
the most widely used statistical measures. Their basic statistical properties can
be found in Kendall [8]. F is known as Spearman’s footrule. Its distribution
properties on the set of permutations are studied by Diaconis and Graham [5].
Cayley’s distance C is discussed by Feller [6] from a statistical point of view.
Ulam’s distance U is suggested by Gordon [7] as a statistical measure. The
function M appears as a statistical measure in Stoimenova [9], [10], [11].

All of the above functions are metrics on Sn. Strictly speaking, R2 is the
squared Euclidean distance between two permutations and does not satisfy the
triangle inequality. However, because of technical reasons we will refer to it as a
metric. All of these metrics are right-invariant in the sense that

d(α,β) = d(αγ,βγ) ∀α,β, γ ∈ Sn.

In particular d(e,α) = d(e,α−1), where e is the identity permutation in Sn.
Invariance is natural in many problems. Right-invariance means that our

distances between rankings do not depend on arbitrary labeling of the items. All
of the above metrics are invariant under order reversal – changing i to n+1− i.

Metrics are usually normalized to lie in [−1, 1] like correlation coefficients. If
d is a metric with maximum value m, then 1− 2d/m lies in [−1, 1]. We consider
more specific properties of the metrics below.

3 Statistical properties of the metrics

Let α and β be permutations chosen independently and with equal probability
from the set of all possible permutations. We are interested in characteristics
of the corresponding random variable d(α,β) when d is one of the metrics from
section 2. The properties of the metrics are summarized at the end of the section.

For α,β ∈ Sn, the function M(α,β) is the maximum of absolute values
of the differences between the ranks. The exact probability distribution of M
under the above uniformity assumption was tabulated for n ≤ 10 by generating
and evaluating the necessary permutations. Monte Carlo methods were used
for n = 11(1)15, by means of sets of random permutations for which the sample
means and variances ofM were required to fall within the 70% confidence interval
based on the theoretical values. 100 000 random permutations were used for
n = 11 and 12, and 200 000 for n = 13, 14, 15. The results are given in Table 1.
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Spearman’s rank correlation R2(α,β) =
∑n

i=1(α(i)−β(i))2. The square
root of this function is the L2 distance between two permutations. When trans-
formed to lie in [−1, 1] it arises naturally as the correlation ρ between the ranks
of two samples. It is a widely used non-parametric measure of association be-
tween two rankings. The mean of R2 is computed as 1

6 (n
3 −n) and the variance

as 1
36n

2(n − 1)(n + 1)2 (Kendall, 1970). The limiting distribution of R2 can be
obtained using Hoeffding’s combinatorial central limit theorem.

Kendall’s tau T (α,β) is the minimum number of adjacent transpositions
needed to transform α−1 to β−1. It has been popularised by Kendall and there
is a comprehensive discussion in Kendall [8]. The definition in terms of inverses
is given here to make the metric right invariant.

T (α,β) has mean 1
2n(n+1) and variance 1

72n(n−1)(2n+5), and T normalised
by its mean and variance has a limiting standard normal distribution. Kendall
[8] gives tables for small n.

Spearman’s footrule F (α,β) =
∑n

i=1 |α(i) − β(i)|. This metric is the
L1 distance between two permutations. F has mean 1

3 (n
2 − 1) and variance

1
45 (n+ 1)(2n2 + 7). The principal tool for proving asymptotic normality of F is
Hoeffding’s combinatorial central limit theorem. The expression for the variance
allows verification of the sufficient condition in Hoeffding’s theorem for the array

a(n)ij = |i−j|, i, j = 1, . . . , n. These results can be found in Diaconis and Graham
[5]. Ury and Kleinecke [12] give tables for 2 ≤ n ≤ 15.

Table 1. Properties of the Metrics.

Metric Max Mean Variance

R 1

3
(n3

− n) 1

6
n
3 1

36
n
5

F 1

2
n
2 1

3
n
2 2

45
n
3

T 1

2
(n2

− n) 1

4
n
2 1

36
n
3

C n− 1 n− log n log n

M n− 1 3

4
n

1

48
n
2

Cayley’s distance C(α,β) is the minimum number of transpositions needed
to transform α into β. This is the bi-variant metric on Sn. It is also equal to n−#
cycles in (αβ−1). Regarding distribution theory, under some uniformity assump-
tions the mean is asymptotically n− log n while the variance is asymptotically
log n. Standardised by its mean and variance C is asymptotically normal. These
results can be found in Feller [6].
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In the table below the listed properties of five metrics are summarised. Only
the leading terms of the mean and variance are indicated. The results for R
and T are from Kendall (1970), for C from Feller [6], for F from Diaconis and
Graham [5] and M are from Stoimenova [9]. Table 2 gives the distance from the
identity permutation for the five metrics on S4.

4 Algebraic structure of ranking problems

4.1 Partially ranked data

There are many situations, in which people are presented a large number of
items to rank and they do not need to completely specify the ranking of all n
items. The goal of the experiment might be to rank only their favourite k out of
n items or just to choose their k favourite items. In other cases it is important
to classify items into groups or categories according to some reasonable criterion
of ”goodness”.

The general partitioning problem can be described as follows. Let {1, . . . , n}
be n given items. We wish to partition them into a fixed number of disjoint
categories, such that each category contains a certain preassigned number of
items. The first category contains n1 favourite items, the second category con-
tains the n2 next preferred items, and so on; the final category contains the nr

least favourite items, where
∑

ni = n, ni ≥ 1. We do not state any preferences
among members of the same category.

If we assign values to r and ni we obtain several special cases of interest.

(1) To choose the best single item (r = 2, n1 = 1, n2 = n− 1);
(2) To choose the best k items without regard to order (r = 2, n1 = k, n2 =

n− k);
(3) To choose the best k items with regard to order (r = k+1, n1 = . . . = nk = 1,

nk+1 = n− k);
(4) To order all items (r = n, n1 = . . . = nr = 1);
(5) To partition the items into a fixed number of categories.

Many of the decision procedures that one might use within the scope of
these ranking problems have a corresponding structure which is invariant under
a group of transformations. We consider suitable models for analysis of such
partially ranked data thoroughly described by Critchlow [3]. The algebraic for-
mulations below are not essential for the statistical inferences but they are a
useful tool for simplifying the notation.

The full ranking (goal 4) is viewed as an element of the permutation group
Sn. The sets of partial rankings are identified with coset spaces of the permuta-
tion group as follows.

The ranking of k favourite items out of n. Partial rankings of k out of
n items (goal 3) are identified with permutations from the subgroup Sn−k ⊂ Sn
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which leave the first k integers fixed and permute the remaining n − k integers
between themselves:

Sn−k = {α ∈ Sn : α(i) = i for all i = 1, . . . , k}.

Define an equivalence relation on Sn as follows: two permutations α and β are
equivalent if and only if there exists γ ∈ Sn−k so that α = γβ. For any α ∈ Sn,
the equivalence class Sn−kα induced by α consists of all permutations equivalent
to α. Hence, each partial ranking of k out of n items can be identified with the
set of all full permutations which induce it. The set of all such partial rankings
can therefore be identified with the set of all such right cosets. This coset space
we denote by Sn/Sn−k.

There is a one-to-one correspondence between the partial rankings of type
”k out of n” and right cosets of Sn−k.

Classification into r ordered categories. Let n1, . . . , nr be a given se-
quence of r strictly positive numbers summing to n. Each judge is given a list
of n items. He classifies these n items into r ordered categories such that the
number of objects in category j is nj . We describe the algebraic structure of this
classification as follows:

Let N1, . . . , Nr be the following partitions of {1, . . . , n}:

N1 = {1, . . . , n1}

N2 = {n1 + 1, . . . , n1 + n2}

. . . (1)

Nr = {n1 + · · ·+ nr−1 + 1, . . . , n}.

Denote by Sn1
, . . . , Snr

the subgroups of Sn given by:

Sn1
= {π ∈ Sn : π(i) = i, ∀ i ̸∈ N1}

Sn2
= {π ∈ Sn : π(i) = i, ∀ i ̸∈ N2}

. . . (2)

Snr
= {π ∈ Sn : π(i) = i, ∀ i ̸∈ Nr} .

Let S denote the subgroup Sn1
× · · · × Snr

of Sn. Thus S is the subgroup
of all rankings which permute the first n1 items among the first n1 ranks, and
which permute the next n2 items among the next n2 ranks, and so on.

The equivalence class [α], that assigns the same set of ranks to the items
from the each category as α, is the right coset Sα. There is a one-to-one corre-
spondence between the partitioning ”of type n1, . . . , nr” and the right cosets of
S.

4.2 Metrics for partial rankings

In the above algebraic structure the problem of comparing of partial rankings
is reduced to a problem of extending the metrics on the permutation group
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Sn to metrics on the corresponding coset space. Critchlow [3] has described two
methods of extending metrics for fully ranked data to metrics for partially ranked
data. Several metrics on coset spaces of Sn have been constructed. A distance
based approach for partial rankings is used in Alvo and Cabilio [1], [2].

We shall concentrate our attention on Chebyshev’s metric, which was not
considered by Critchlow. We present an extension of Chebyshev’s metric for
partial rankings of type (3) and (5). The way of extending it is to construct the
induced Hausdorff metrics. For the Hausdorff metric in the context of metrizing
a coset space, see Critchlow’s monograph. Theorems 2 and 3 below state the
extensions of Chebyshev’s metric to the metric on the coset spaces Sn/Sn−k

and Sn/S. The extensions preserve the invariant properties of the metric. The
construction is based on the following general result:

Theorem 1. Let G be an arbitrary finite group, K be any subgroup of G, and
d be a right-invariant metric on G. Then d induces a right-invariant metric d∗

on the coset space G/K. d∗ is called the Hausdorff metric induced by d, and d∗

measures the distance between any two cosets Kα,Kβ ∈ G/K by the formula

d∗(Kα,Kβ) = max

{

max
σ∈Kβ

min
π∈Kα

d(π,σ), max
π∈Kα

min
σ∈Kβ

d(π,σ)

}

.

The Hausdorff metrics on Sn/Sn−k induced by metrics from section 3 are
defined by taking G = Sn and K = Sn−k.

Theorem 2. Let A,B,D,E be the following partition of {1, . . . , n}:

A = {i = 1, . . . , n; α(i) ≤ k, β(i) ≤ k}

B = {i = 1, . . . , n; α(i) ≤ k, β(i) > k}

D = {i = 1, . . . , n; α(i) > k, β(i) ≤ k}

E = {i = 1, . . . , n; α(i) > k, β(i) > k}.

Then the Hausdorff metrics metrics on Sn/Sn−k induced by R2, F and M
are

R∗2(Sn−kα, Sn−kβ) =
n
∑

i∈A

(α(i)−β(i))2 + h2(n−k−h) + max

⎧

⎨

⎩

h
∑

j=1

(n+1−j−pj)
2

+
h
∑

j=1

(k + j − sj)
2,

h
∑

j=1

(k + j − pj)
2 +

h
∑

j=1

(n+ 1− j − sj)
2

⎫

⎬

⎭

;

F ∗(Sn−kα, Sn−kβ) =
n
∑

i∈A

|α(i)− β(i)|−
n
∑

i∈B

α(i)−
n
∑

i∈D

β(i) + h(2n+ 1− h);

M∗(Sn−kα, Sn−kβ) = max
[

δ(k − h)max
m∈A

|α(m)− β(m)|,

δ(h)(n− p1), δ(h)(n− s1), δ(n− k − h)h
]

.
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Here p1 < . . . < ph is an ordering of the set ∪i∈B{α(i)}, s1 < . . . < sh is
an ordering of the set ∪i∈D{β(i)} and h is the number of elements in B (or D),
and δ(x) = 1 for x > 0 and 0 for x ≤ 0.

The proof for R∗2 and F ∗ can be found in Critchlow [3] and the proof for
M∗ in Stoimenova [11].

The Hausdorff metric on Sn/S induced by Chebyshev’s metric is defined by
taking G = Sn and K = S, in the Proposition 1.

Theorem 3. Let nij be the number of elements in the set {α−1(Ni)∩β−1(Nj)}.
Then

M∗(α,β) = max
1<i,j<r

[

δ(nij)max

{

|
i−1
∑

k=1

nk+
j−1
∑

k=1

nik −

i−1
∑

k=1

nk −

r
∑

k=i+1

nkj |,

|
i−1
∑

k=1

nk +
r

∑

k=j+1

nik −

j−1
∑

k=1

nk −

i−1
∑

k=1

nkj |

⎫

⎬

⎭

]

is right-invariant metric on Sn/S.

The proofs of these theorems are based of the fact that Chebyshev’s metric
on Sn satisfies the transposition property . The proof of this fact is in Stoimenova
(2017).

Theorem 4. (Transposition property) Let α,β, γ ∈ Sn be permutations
such that α and β differ by a single transposition; that is there exist integers
p, q ∈ {1, . . . , n} such that

α(p) = β(q)

α(q) = β(p)

α(i) = β(i) ∀i ̸= p, q.

If α(p) ≤ α(q) and γ(p) ≤ γ(q), then M(α, γ) ≤ M(β, γ).

Metrics possessing the transposition property are used for defining mono-
tone rank statistics for some hypothesis testing problems. Such statistics have a
monotone power function for stochastically ordered alternatives and produce an
unbiased test.
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Abstract. Wireless Sensor Networks (WSN) allow the monitoring of
large areas without the intervention of a human operator. The WSN can
be used in areas where traditional networks fail or are inadequate. They
find applications in a variety of areas such as climate monitoring, military
use, industry and sensing information from inhospitable locations. Unlike
other networks, sensor networks depend on deployment of sensors over
a physical location to fulfil a desired task. A WSN node contains several
components including the radio, battery, microcontroller, analog circuit,
and sensor interface. In battery-powered systems, higher data rates and
more frequent radio use consume more power. There are several open is-
sues for sensor networks such as signal processing, deployment, operating
cost, localization and location estimation. The wireless sensors, have two
fundamental functions: sensing and communicating. However, the sen-
sors which are fare from the high energy communication node (HECN)
can not communicate with him directly. The sensors transmit their data
to this node, either directly or via hops, using nearby sensors as com-
munication relays. Jourdan [9] solved an instance of WSN layout using
a multi-objective genetic algorithm – a fixed number of sensors had to
be placed in order to maximize the coverage. In some applications most
important is the network energy. In [8] is proposed Ant Colony Optimiza-
tion (ACO) algorithm and in [11] is proposed evolutionary algorithm for
this variant of the problem. In [4] is proposed ACO algorithm taking
in to account only the number of the sensors. In [5] a multi-objective
ACO algorithm, which solves the WSN layout problem is proposed. The
problem is multi-objective with two objective functions – (i) minimiz-
ing the energy consumption of the nodes in the network, and (ii) min-
imizing the number of the nodes. The full coverage of the network and
connectivity are considered as constraints. A mono-objective ant algo-
rithm which solves the WSN layout problem is proposed in [6]. In [10]
are proposed several evolutionary algorithms to solve the problem. The
current research is an attempt to investigate the influence of the num-
ber of ants on the ACO algorithm performance, which solves the WSN
layout problem, and quality of the achieved solutions and to find the
minimal number of ants which are enough to achieve good solutions.
For this purpose the InterCriteria Analysis (ICrA) approach is applied.
ICrA, proposed by [3], is a recently developed approach for evaluation of
multiple objects against multiple criteria and thus discovering existing
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2 S. Fidanova

correlations between the criteria themselves. It is based on the appara-
tus of the index matrices (IMs) [1], and the intuitionistic fuzzy sets [2]
and can be applied to decision making in different areas of knowledge.
Data from series of ACO optimization procedures, published in [5, 6]
and [7], are used to construct IMs. ICrA is applied over the so defined
IMs and the results are discussed. The InterCriteria analysis is a power-
ful tool for studying relations between different objects. We study three
variants of ACO algorithm applied on WSN problem. Every variant is
tested with various number of ants, between 1 and 10. We search the
correlation between variants of ACO and number of ants. WSN problem
is a multi-objective problem. When it is converted to mono-objective by
summing the two objective functions, the algorithm is less sensitive to
the number of used ants. When the problem is solved like multi-objective,
we observe bigger difference of algorithm performance according to the
number of ants. There is greater similarity between performance of the
two mono-objective variants, than between some of mono-objective and
multi-objective variants.
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Abstract. The rapid development of technology enables the collection of huge 
amount of data in almost all fields of science, industry and everyday life. Ap-
propriate extraction of knowledge from these data can contribute to the deci-
sion-making process. From a statistical point of view, the large data could arise 
in the following cases, either huge number of predictors, huge number of sam-
ple points, or both. The classical statistical methods are no longer applicable to 
the analysis of these massive sets that are diverse in structure. This is a chal-
lenge in recent years for exploring new statistical approaches and adapting ex-
isting statistical methods to address new challenges. New methodologies are 
still under development. We will discuss several common strategies big data 
analysis such as data wrangling, visualization, dimensionality reduction, sparsi-
ty, optimization and multi-disciplinarity . 

 

Keywords: Big data ∙ Statistical analysis ∙ Statistical methods. 
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One of the ways to represent human genetic variation into the reference human genome 
is using a Genome Sequence Graph (GSG). Each node of a GSG represents a single 
DNA base that occurs at an orthologous locus in one or more of the haploid genomes 
represented. Each arc corresponds to an adjacency that occurs between consecutive 
instances of bases in the represented genomes, and it is directed according to the default 
strand direction of the DNA sequence. We can add weight to each arc in order to 
emphasize the importance of an arc in typical applications running on the graph, for 
example number of times that the arc is traversed in the reference genomes used to 
build the graph. The representation of the GSG itself is very important since the 
efficiency and the effectiveness of the operations such as access, traversal and 
visualization depend on that. The best representation is ordering the nodes in a straight 
line, which is known as linearization of the graph. Usually the linearization of a 
sequence graph aims to lessen the total weight of all feedback arcs, i.e. the weighted 
feedback, as much as possible. We can modify the sequence graph to obtain a flow 
network in the following manner. We will add special source and a special sink to the 
set of nodes. For each node that represents a starting DNA base, we add an arc from the 
source to it, with a weight equal to the number of genomes that start with it. Similarly, 
for each node that represents an ending DNA base, we add a weighted arc from that 
node to the sink. The weight of that arc is equal to the number of genomes that end with 
that node. With this modification of the graph the obtained weight function is a flow 
function as well, because the total flow out of the source is equal to the total flow 
entering the sink, and for all other nodes, total flow leaving a node is equal to the total 
flow entering a node [2, 3]. The max-flow, M, of this network is equal to the total flow 
out of the source, so any minimal path vector for level M, i.e. minimal flow function 
for flow M, is an undirected graph. The features of these minimal paths can help in 
minimizing the weighted feedback of the graph. In this paper we give some theoretical 
results that lead to design of an algorithm for reducing feedback edges in a linearized 
graph. This way of representation of a directed weighted graph is important for 
representation of Genome Sequence Graphs, since it improves the efficiency and the 
effectiveness of the operations such as access, traversal and visualization of the 
sequences. We will continue our work in this direction, and our goal is to design an 
algorithm that produces the best linearization in this sense. 
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