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Abstract. In this paper we present an overview of the current research being 
carried out using the data mining techniques for the diagnosis and prognosis of 
various diseases. The goal of this study is to identify the most well-performing 
data mining algorithms used on medical databases. The following algorithms 
have been identified: Decision Trees, Support Vector Machine, Artificial neural 
networks and their Multilayer Perceptron model, Naïve Bayes, Fuzzy Rules. 
Analyses show that it is very difficult to name a single data mining algorithm as 
the most suitable for the diagnosis and/or prognosis of diseases. At times some 
algorithms perform better than others, but there are cases when a combination 
of the best properties of some of the aforementioned algorithms together results 
more effective. 
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1 Introduction 

Data mining is defined as “a process of nontrivial extraction of implicit, previously 
unknown and potentially useful information from the data stored in a database” by 
Fayyad [1].  Healthcare databases have a huge amount of data but however, there is a 
lack of effective analysis tools to discover the hidden knowledge. Appropriate com-
puter-based information and/or decision support systems can help physicians in their 
work. Efficient and accurate implementation of an automated system needs a compar-
ative study of various techniques available. In this paper we present an overview of 
the current research being carried out using the DM techniques for the diagnosis and 
prognosis of various diseases, highlighting critical issues and summarizing the ap-
proaches in a set of learned lessons. The rest of this paper is organized as follows: 
First we show the methodology of research used in this study in chapter two, we clas-
sify them with different criterions in chapter three, then we identify the most used 
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algorithms for disease diagnosis and prognosis, and finally we show the conclusions 
of our work. 

2 Methodology 

The methodology used for this paper was through the survey of journals and publica-
tions in the fields of computer science, engineering and health care. European Journal 
of Scientific Research, International Journal on Computer Science and Engineering, 
Expert Systems with Applications, Data Science Journal are some of these journals. 
In order to obtain a general overview on the literature, book chapters, dissertations, 
working papers and conference papers are also included. The research is focused on 
most recent publications. 

3 Literature review 

There are different kinds of studies for DM techniques in medical databases. We iden-
tify the following categories:  

1. Studies that summarize reviews and challenges in mining medical data in general 
[6], [24], [25], [31], [32] 

2. Studies of DM techniques used for diagnosing and/or prognosing of specific dis-
eases, which can be further classified into three other categories: those which use 
DM techniques for disease diagnosis [3],[7],[9],[14],[22],[37], for disease progno-
sis [4],[10],[26],[29],[42],[43], or both diagnosis and prognosis.[13],[36] 

3. Studies to investigate factors which have higher prevalence of the risk of a dis-
ease[5],[12],[28] 

4. Studies that present new technologies and algorithms [18-21], [40], [41] and stud-
ies that present new techniques improving old ones, such as [8],[11],[30],[39] 

5. Studies that present new frameworks, tool and applications in medicine and 
healthcare system [2],[15-17],[23],[33-35],[38] 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.   Efficient Algorithms for Disease Diagnosis 
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4 Well-performing dm algorithms used for disease diagnosis 
and prognosis 

The graphs in Figures 1 and 2 show the most well-performing  algorithms used for 
disesase diagnosis and prognosis respectively, resulting from the studies in Chapter 3 
(excluding studies of categories 1 and 4). We have classified the diseases in Heart 
Diseases (Cardiovascular disease, Heart Attack, Coronary Arthery Disease, Hyperten-
sion), Cancer Diseases (Breast, Prostate, Pancreatic Cancer) and Other Diseases 
(Asthma, Diabetes, Hepatitis, Kidney Disease, Nerve Diseases, Chronic Disease, Skin 
Diseases).  

 As we can see in Fig.1, ANNs are the most well-performing  in diagnosing Can-
cer Diseases, Bayesian Algorithms and Decision Trees in Heart Diseases, and  DTS in 
diagnosing other diseases.  On the other side in Fig. 2 we can see that for Cancer  and 
Heart Disease Prognosis,  ANNs are the most well-performing  and also Bayesian 
Algorithms the most well-performing  in Heart Diseases Prognosis.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Efficient Algorithms for Disease Prognosis 

5 Conclusions 

In this paper we identified and evaluated the most commonly used DM algorithms 
resulting as well-performing on medical databases, based on recent studies.  The fol-
lowing algorithms have been identified: Decision Trees (DT’s) C4.5 and C5, Support 
Vector Machine (SVM), Artificial neural networks (ANNs) and their Multilayer Per-
ceptron model, Bayesian Networks and Naïve Bayes, Logistic Regression, Genetic 
Algorithms (GAs), Fuzzy Rules, Association Rules.  

Analyses show that DTs, ANNs and Bayesian Algorithms are the most well-
performing algorithms used for disease diagnosis, while ANNs are also the most well-
performing algorithms used for disease prognosis, followed by Bayesian Algorithms, 
DTs and Fuzzy Algorithms.  But it is very difficult to name a single DM algorithm as 
the best for the diagnosis and/or prognosis of all diseases. Depending on concrete 
situations, sometime some algorithms perform better than others, but there are cases 
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when a combination of the best properties of some of the aforementioned algorithms 
results more effective. The follow-up of our work will aim at dealing with algorithms 
that have wider spectra of application for groups of diseases. 
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