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Abstract. Entity relatedness measures quantify the amount of associa-
tion between two entities, such as people, places or events, and are fun-
damental part of many Natural Language Processing and Information
Retrieval applications. Calculating entity relatedness requires access to
entity specific information, so a very common practice is to use Wikipedia
or its Semantic Web representations as source of knowledge. This paper
explores which of the different semantic relationships that associate two
entities in DBpedia are good indicators of their relatedness and could be
used to enhance some of the standard text-based relatedness measures.
The ultimate goal is learning a well performing relatedness calculation
method that does not require vast amount of preprocessing, but is ap-
plicable in cases when entities lack either textual context or semantic
relationships. The KORE entity relatedness dataset was used for learn-
ing a convenient and well performing method for measuring relatedness
and its evaluation.
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