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Abstract. The topic of this paper is the use of advanced algorithms in order to 
solve the problem of optimal use of available space. There are a lot of 
algorithms that try to solve this problem but most of them are not taking into 
consideration the available space into the concave elements. In this paper we 
describe how to use this space in order to find the optimal solution. Most of the 
algorithms that solve this problem use genetic algorithms as a base for the 
optimization. Some of them also use heuristics in order to implement expert 
knowledge. Our approach is based on an algorithm that groups the elements 
utilizing the available space from concave elements and then continues with the 
optimization phase. The optimization phase is implemented as a genetic 
algorithm that uses specific problem heuristics. 

Keywords: space utilization, transportation optimization, combinatorial 
optimization, packaging problem, cargo loading optimization, genetic 
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1. Introduction 

Optimal use of space is a generic problem area that includes various problem 
subtypes that are being solved with varying efficiency and quality. A lot of researches 
try to solve problems of this type and there are a lot of proposed algorithms that ought 
to solve them. But the proposed algorithms are very often limited to simple geometric 
forms, usually rectangular or in some cases cylindrical forms [8]. Since these 
algorithms offer an optimal placement of elements with the mentioned limitations, our 
aim was to build an algorithm that can be used to place elements with complex 
shapes. Also, we aimed at utilizing the space inside the elements e.g. the holes in the 
elements is a space that is not taken into consideration. We refer to this space as 
“hidden” space since is not “visible” for the algorithms (not taken into consideration). 
Our approach is mainly focused on using this “hidden” space in order to produce an 
optimal solution.  

We propose a two phase algorithm where in the first phase the elements are 
grouped, while the second phase is a somewhat standard loading optimization phase. 
The grouping phase of the solution that we propose can be incorporated in any 
optimization algorithm as an enhancement. When this phase is over, the algorithm can 
continue with an optimization phase. The second phase can implement any 
optimization algorithm, not limited to genetic algorithms, b-tree search etc. In this 
paper we present an application of an adapted genetic algorithm. 

Researchers have looked for a solution to this problem for a long time in the past. 
Apparently, back in the sixties of the last century [4] the need for optimal utilization 
of space emerged as a topic of more serious research. Since then this problem is quite 
researched and thus a number of techniques for its solution are proposed. However, 
optimizing the utilization of space has remained a popular research topic even today. 
Proofs of the continued interest are the papers that are published in the last few years 
focusing on this subject [1,4,6,24]. The fact that researchers are still working on 
finding more appropriate and more complete solution to these problems suggests that 
this is an area where there is room for further improvement. 

Optimization of space utilization finds application in areas such as transport of 
material goods, warehouse storage, packaging, etc. [5].  

The rest of the paper is organized as follows: section 2 describes the previous 
research on this topic, the limitations of the proposed solutions and the areas that can 
be improved. Section 3 describes our algorithm in detail. Section 4 describes the 
experimental results, while in section 5 the conclusion of this research is stated. In 
section 6 we present the future work aims and the planned improvements. 

2. Previous research 

Several ways of solving the problem of optimal utilization of space can be found in 
the literature. These solutions have reached the maximum utilization and offer an 
optimal solution for specific cases only. However, most of them are characterized by 
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certain limitations that make these algorithms applicable to only a small number of 
real world situations. Most common assumption for the algorithms that solve the 
problem of optimal placement of elements in a given finite space is that all elements 
must be in a form of a box [2,3,5,14,16,17,18]. For this specific case there are a lot of 
algorithms that can find the optimal solution. But in the real world elements often are 
in a form different from the form of a box. In this case the optimum utilization of 
space is more complicated and should be done in a different way. The actual research 
in this area offers some examples of solving the problem of optimal utilization of 
space when items should be placed in a form different than the shape of a box. In 
most of the cases the elements are in the shape of a cylinder [8].  

The main characteristic of most of the applications that solve the problem of 
optimal placement of the elements is to satisfy two main conditions. The first 
condition to be satisfied is the positioning of the elements in a way that does not 
exceed the space available for loading. The second condition is that the elements must 
not overlap each other. The applications that try to find the optimal solution are 
mainly based on these two conditions. However, a much larger number of factors 
affect the optimal placement of material goods such as restrictions on the rotating 
elements, stability of the packed elements, the complexity of the arrangement of the 
elements, limiting the maximum weight and fragility of the elements [1,4,21]. Some 
specific research and commercial applications for this purpose offer solutions that 
partially implement a fraction of these factors during decision making. Another 
feature that most studies do not take into consideration is the use of extra space that 
comes from elements that contain holes [6.9], which certainly leaves room for further 
research in this area. The main purpose of this paper is to make an improvement in 
this area. The purpose of our research is to implement a solution that will use this 
unused space and thus make a further step forward and offer a more complete solution 
to this real word problem. 

3. Loading Algorithm 

The loading algorithm consists of two phases. The first phase is referred to as a 
Grouping phase. In this phase we group the elements aiming to utilize the available 
hidden space (space that arises from holes in the elements) in an optimal way. In the 
second phase we place the already grouped elements in the available space of the 
storage using genetic algorithm in order to find the optimal arrangement of elements.  

3.1 Grouping phase 

In the initial phase the elements are grouped placing one or more elements in the 
empty space within another element. This way the set of elements for storage is 
reduced enabling more elements to be placed in the available space.  The 
implementation of the grouping algorithm works as follows: 

The algorithm maintains a list of elements and a list of available spaces that arise 
from the elements. Starting from the element with maximum volume we loop through 
the elements and try to find an available space within one of the elements using the 
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Best Fit approach. This approach makes sure that elements will be compressed as 
much as possible.  

Within the list of elements that are maintained, each element is described with a set 
of values that enable simple implementation of the Best Fit approach. The set of 
values includes the volume of the element, the shape of the element, the size of the 
element, list of void spaces inside the element as well as values that are used to 
describe the real position of the element in the space (orientation of the element and 
actual position). Shape representation is implemented using regular geometric forms. 
Each element can be described with a set of simple geometric forms. Simple elements 
are described as a box, a cylinder or a sphere. More complex elements are described 
by a composition of simple geometric forms. The available space which needs to be 
filled with elements as well as void space in the elements is also represented using the 
same notation. The use of simple geometric forms enables finding the space that best 
fits with simple checks. This reduces the complexity of the algorithm itself as well as 
its execution time. 

For each element the algorithm tries to find the space that fits best. For example, if 
the element has a shape of a box and also the space is in a shape of a box with the 
same dimensions the algorithm will place the element in that space utilizing 100% of 
the space. If this is not possible, the algorithm searches for the element-space 
combination that has the smallest difference between the volume of the space and the 
volume of the element. The space that is left unfilled is represented as a composition 
of simple geometric forms. In many cases, when one element is placed inside another, 
the space that is left empty can be represented as different compositions of simple 
geometric forms (Figure 1). For example, if we place a smaller box into another box 
the empty space can be represented with composition of three other boxes in six 
different ways. Three of them are shown on Figure 1. When this is the case, our 
algorithm adds all eighteen boxes to the list of available space. This is done in order 
to support all different elements that can be placed in this space. These spaces are 
referenced to each other and when one of them is used for placing of another element, 
the spaces from five other combinations are removed from the list. The available 
space that arises from the selected space is divided using the same logic.  

 
 

 
Figure 1. Different division of space 
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3.2 Optimization phase  

The optimization phase is implemented using a genetic algorithm. This phase can 
also be implemented with other algorithms, but for the needs of this research we have 
used an already established approach. The chromosome is represented with three lists 
of integers (Figure 2). The first list represents the index of the elements in the element 
set. The second list is the orientation of the elements. The third list represents the side 
of the previous element to which the current element is placed to. With this 
representation we represent the whole loading plan. The loading starts from the left 
bottom corner and each element are placed next to the previous one using a bottom-up 
approach. 

The crossover and mutation operations are done separately on each sub-list and are 
adapted to be in accordance with this representation [9]. 

The fitness function is implemented as a penalty function. If an element exceeds 
the available space the algorithm assigns 100 negative points to this solution. The 
second measure is the volume of the void space and can be from 0 to 100. The best 
solution is the solution with minimum negative points. 

 
Figure 2. Chromosome representation 

3.3 Heuristics 

Both of the phases implement heuristics in order to use expert knowledge during 
the placement of the elements. Using the expert knowledge we take in consideration a 
lot of important factors like fragility of the elements, the max weight that can be 
placed on top of them, the allowed orientation of the elements. The expert knowledge 
is implemented as a set of rules. When an element needs to be placed in a space, the 
algorithm checks the rules and decides if the element can be placed that way. For 
example, when an element needs to be placed inside another element by the grouping 
algorithms, or when the element needs to be placed next to another element by the 
genetic algorithm operators, the algorithm checks if the element can be rotated. If not, 
the algorithm does not consider this case as a possible solution which results in a 
reduced time complexity of the algorithm. 
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4. Experimental results 

The utilization of hidden spaces is highly dependent of the elements structure and 
properties. If the element set is consisted of elements that have a lot of free space 
(pipes for instance) and also the element set contains small elements, this algorithm is 
much better than the ones that work only with regular geometric forms and without 
considering the holes in the elements. 

We have made different simulations with different variations of the algorithm. The 
experiment was done with a small data set (with 10 elements) in order to compare the 
different variations. As a next step we are going to test the solution with larger data 
sets. At the beginning we tried the algorithm omitting the first phase. In this case we 
used a genetic algorithm that can arrange elements that contain holes. Then we added 
the grouping phase. Use of the grouping phase reduced the time needed to achieve the 
maximum result. With element grouping the element set was simplified which 
enables the genetic algorithm to reach the maximum producing less generations. We 
also tried to use a genetic algorithm that works only with simple geometric forms. 
This time we did not take into consideration the holes that stayed empty at the end of 
first phase because this space was already used in an optimal way. This change 
reduced the time complexity because the genetic algorithm fitness function was much 
simpler. There was no change in the efficiency of the solution despite this 
simplification. Figure 3 shows the comparison between different variations of the 
algorithm. The x axis represents the number of generations while the y axis represents 
the fill level of the container in percentage. The chart shows that simplification of the 
element set with inclusion of the grouping phase reduces the generations needed to 
reach the optimal solution.   

 
Figure 3. Comparison of the different variations 

5. Conclusion 

Current loading optimization algorithms have not reached the maximum efficiency 
and can still be improved. Using the hidden space offers a big improvement when 
there are a lot of elements with such characteristics. Such algorithms are applicable in 
many real world areas, for example for packing furniture, pipes etc.  
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Although this optimization problem can be solved with only an optimization 
algorithm, adding a simple phase at the beginning reduces the element set (depending 
on the structure of the element set). This enhancement reduces the time complexity of 
the algorithm. 

Since this kind of algorithms are applicable in many areas [24] it is worth to 
research further in this area.   

6. Future work 

In the real world, the set of elements that need to be loaded is often the same with 
the set of some of the previous loading operations. With continual usage of the 
algorithm, the solutions can be stored and the next time the algorithm is initiated, it 
can start from the best previous solution for the given set of elements. Also, the stored 
solution can be applied if the solution is not improved during a limited number of 
algorithm iterations.  

Also, implementing packing patterns as an expert knowledge will improve the time 
complexity and the efficiency of the algorithm. The pre-saved patterns can be a 
starting point for the algorithm. 

We also want to improve this algorithm by implementing more factors as expert 
knowledge. By implementing new factors the solution can be applicable for 
optimizing the loading for transport purposes.  
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